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U. S. ARMY OPERATIONS RESEARCH SYMPOSIUM

15-18 May 1972

FOREWORD

The Eleventh Annual U. S. Army Operations Research Symposium was
held on 15-18 May 1972. These symposia, normally held in the spring
of each year, are sponsored by the Office of the Chief of Research and
Development, and conducted by the U. S. Army Research Office-Durham.

This year some new aspects were introduced, such as, expository
presentations on decision analysis, panel sessions on related subjects
and a considerable amount of audience participation. The response of the
participants is being evaluated to determine the future structure of the
symposia.

This volume contains invited and contributed papers and-major --

addresses. Some of the presentations at the symposium are not included
here either because the paper was not formalized or the speaker chose
not to have his remarks published.

The technical program for the symposium was planned and organized
by Mr. Jerome H. N. Selman of the U. S. Army Munitions Command and ARO-D.
This office is indebted to Mr. Selman for his outstanding efforts on our
behalf. We also appreciate the valuable assistance of those who organized
and participated in the various sessions and panels of our symposium.

LOTHROP MITTENTHAL
COL, GS
Commanding
U. S. Army Research Office-Durham
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WELCOME

by

COLONEL LOTHROP MITTENTHAL
CO, U. S. Army Research Office-Durham

On behalf of the Army Research Office here in Durham I'd like to
welcome you all here. Perhaps some of you should be welcoming me because
many of you have been here a number of times and I have never been to one
of these before. Nevertheless I would like to say a few words about this
meeting and some of the other things we do here. As you are probably well
aware, this has turned out to be a very popular symposium. This is the
eleventh in the series and in fact, unfortunately, because of space
limitations, again we had to turn some peopla away. Our function here
in Durham, of course, is considerably broader than this. Our main mission
is supporting basic research in the physical and engineering sciences and
the environmental sciences through grants and contracts to universities.
In addition, we do a number of other things but perhaps we're second most
famous for our scientific services; that is, the consultant services we
have to Army laboratories which provides experts on short notice. A
third function that we have in this office is supporting scientific
symposia, of which this is perhaps our most prominent one. There are
some twenty-three others this year that we are supporting in various
places. A fourth function, which is somewhat related to this but a
little more "junior" category, is that we support and sponsor the National
Junior Science and Humanities Symposium in which we have thirty-one
regional symposia of high school studeuts who present their own scientific
papers - people a bit junior t*i you in scientific status and age - and then
they convene annually for a national symposium. Those are our major functions.

Some of you who are familiar with this office may wonder about our
stati There was some indication we would be moving from here. We are
P, going to be leaving the Duke campus for another few years. We must
l=ave :-ere by February, 1975, but it has been decided to stay here until
our le-se expires. As you also know, Duke University has chosen to sever
their cc ractual relationship with us. That is now being phased out and I
we have ý new contract for scientific services with Battelle-Columbus
Laboratories, which on May 1, set up an office here in Durham. We trust
we will be able to give you just as good service through Battelle as we
were able to give you through Duke.

Some of you also may have heard about student unrest here. Of course,
you don't have to worry about it too much right now. Final exams are over

and graduation was Sunday and only the most eager students could remain
behind after that to harass us here. As far as I know, none have. We
have been asked by students to leave the campus on the grounds that we are
imperialist warmongers. We couldn't really agree with them and declined
to do so. That's really been about the net effect of it, and I doubt very
much that our meeting will be in any way impeded by that. I hope you will

have a stimulating symposium.
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EULOGY FOR DR. GEORGE E. NICHOLSON, JR.

by

DR. MARION R. BRYSON
UU. S. Army Combat Developments Command

Systems Analysis Group
Fort Belvoir, Virginia

Dr. George E. Nicholson, Jr. was a man of unusual stature iL the
scientific world. His reputation as an outstanding leader in both
statistics and Operations Research was international.

Dr. Nicholson was born on June 21, 1919 in Brooklyn, New York and
obtained his early education in that city and at the University of North
Carolina. Being unable to enlist in the Armed Forces during World War II,

he joined the war effort at Columbia University as a mathematician with
the Columbia prcject. There he became interested in the emerging field
of Operations Analysis. He served with distinction as a civilian opera-
tions analyst for the Air Force in Saipan until the end of the war.

In 1946, he began a long career at the University of North Carolina.
He earned a Ph.D. in statistics at UNC in 1948 and was immediately appointed
to the faculty there. In 1952, he was appointed chairman of the Department
of Statistics at North Carolina; a position he held for the following 19
years. I

Dr. Nicholson's versatility led to his service on many important tasks
throughout his career. These include service as a U. S. representative to
Europe on a Weapons Evaluation Committee in NATO in 1964 and a similar
position in Japan in 1965. For many years he headed an' Air Force Operations
Research unit in Chapel Hill.

His many honors include the Medal of Freedom for his Air Force work
in Saipan, the Department of Defense Exceptional Ciyilian Service Medal
for his NATO work, Fellowship in the American Stat stical Association,
and Fellowship in the Institute of Mathematical S atistics, an organization
he served as secretary for many years.

Of particular interest to those honoring Di. Nicholson here today
is his work in the Army Operations Research sypposia. He was a leader,
advisor, and willing participant in the planning and conduct of these
meetings from their beginning in 1962. In the first two symposia he
was a session chairman. In 1964 he was hono'ed by the Symposium Planning
Committee with his appointment as general chairman of the meeting, an
honor repeated In 1966. In 1965 he was the closing speaker when he
delivered the critique address. His guidance and counsel during the I
succeeding years served to insure the success of the AORS. For the 1972
symposium, the current one, he was appointed program chairman with
overall responsibility for the organization of the technical sessions.
What you will hear In the next threa days was very much influenced by
him in the formative months when wise guidance is so necessary.

Preceding page blank 3



Nick never met a stranger. His outgoing personality and friendly
nature made each of us xho knew him feel as if we were one of his special
friends; as, indeei, we were. Although his assistance was widely sought,
he always had time to he'p when called upon. Nick took a personal interest
in the problems of those around him. He was no loss willing to talk at
length with the beginning student than he was with the internationally
famous. Nick received his greatest pleasure from ais family, his friends,
his colleagues; but he always gave more than he received.

With the death of Dr. ^zrge E. Nicholson, Jr., on 3 December 1971,
tha scientific commtyv lost a leader, military Operations Research
lost a fc.ndlng fath', but we, his many friends, had our sorrow tempered
with thankfulneqs foi aving shared in the life of a great man.
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INTRODUCTION OF KEYNOTE SPEAKER

by

BRIGADIER GENERAL CHARLES D. DANIEL, JR.
Director of Army Resea,-rh

I'd like to add my welcome to you to that of Colonel Mittenthal for
it is my distinct pleasure to introduce our Keynote Speaker, Mr. Abraham
Golub, Scientific Advisor to the Assistant Chief of Staff for Force
Development, United States Army.

The purpose of the symposia is to provide a broad forum for the
excha-- of information and ideas concerning the uses and techniques of
Operations Research and to focus on the needs and accomplishments of the
Army in this area. One of the primary uses of Operations Research in the
Army is in force development. This activity determines to a large extent
how the Army will be organized, equippec su* trained to accomplish its
many missions. There will never be enou31 resources, of course, to perform
every single task believed ne,:cc•ry for defense. It is the job of the
analyst to make detailed examinations to insure the most efficient
allocation of the available resourc-., Thus, the job of force development
and the resultant effectiveness of t . Army depends upon how well the
analysts and managers at all levels coiduct those examinations. To
provide the Army with qualified analysts and managers, ACSFOR is deeply
involved in the Operations Research Analysis Officer Career Program. This
includes assistance to the Deputy Chief of Staff for Personnel in the
formulation of policy and determination of standards of selection of
program members and in the designation of ORSA specialists and executive
positions within the Army. The Keynote Speaker of this year's symposium,
Mr. Abraham Golub, occupies a key position in the activity thac I have
just described. As Scientific Advisor to the Assistant Chief of Staff
for Force Development, Mr. Golub advises General Williams, who has general
staff responsibility for the development and implementation of Army force
development plans and the development of the requirements documents which
lead to the acquisition of specific items of equipment. To his current
position, Mr. Golub brought many years of experience in Operations Research
.ad I would like to give you a few of the highlights of his career.

Mr. Golub received his B. A. in Mathematics from Brooklyn College. In
1942, he joined the Office of Chief of Ordnance and was called to active
duty from the period 1943 to 1946. Upon his release from service, he
joined the Ballistics Research La.:ratory and, in succeeding positions of
increasing responsibility, was appointed the Associate Technical Director
of the laboratory in 1962. During his period of service at BRL, Mr. Golub
received his M. A. in Mathematical Statistics at the University of Delaware€
in 1949, and he taught his specialty there from the period 1952 to 1954. He
continued his graduate studies at George Washitigton University from the
period 1954 to 1959. In 1964, he was appointed Deputy Special Assistant
for Operations Research to the Assistant Secretary of the Army for Financial
Management and for the period 1966 to 1969 he served as Assistant Deputy



Under Secretary of the Army for Operations Research. In 1969, he accepted
his current position in ACCFOR. Mr. Golub is currently a member of the
Operations Research Society of America, the American Mathematical Society
and the American Ordnance Association, among others. He has published
several articles, one of which bears the title, "For Better Use of Present
ORSA Talent." Today, Mr. Golub will speak to you on the subject of "Risk
Analysis Planning for Today's Army." Since the theme of this symposium
is "Risk Analysis", Mr. Golub's title suggests a challenge to the participants
to apply this concept to its fullest potential, not only in our attempts to
solve today's problems but also in our preparation for the development of
future forces. it's a very great privilege and a pleasure to introduce our
distinguished keynoter, Mr. Golub.



"RISK ANALYSIS AND PLANNING FOR TOMORROW'S ARMY"*

by

DR. ALRAHAM GOLUB
Office of the Assistant Chief
of Staff for Force Development

Thank you, General Daniel for that gracious introduction. But first
let me put things straight for the record. As many of you know, my boss
General Williams, The Assi3tant Chief of Staff for Force Development, was
to have given this address. Unfortunately, he couldn't attend--for fairly
obvious reasons these days--and he asked me to convey his disappointment
that he could not be with you. He also asked me--no, directed me--to
fill in for him.

Now even though I was informed of my participation in these sessions
only four days ago, I did consider two possible options for accomplishing
my mission. First, I could simply relate some of the material previously
prepared by General Williams and express his views--or I could prepare a
paper from scratch and present some of my own views. In making that
decision I examined my most recent risk analysis to see whether they were
sufficiently successful to warrant discussion before this body. However,
just as I began to give these two options serious consideration,
General Williams called me again to make sure that I would convey his
views and, above all, that I would make it short--so that you people
could get down to the business of your meetings. So that's what I will do.

Incidentally, I did examine my most recent risk analysis for evidence
of success, and as it turned out General Williams was quite right in his
choice of my option. Let me explain.

Some time ago my wife indicated that she would like to have our son
and daughter come home from school to help me celebrate my birthday. She
thought it would be a good idea to have the family spend that day together.
The following day I checked my schedule, exercised a measure of control,
moved some meetings around and assured my wife that there was little
question (probability close to 1) but that I would be home that day and
to go ahead and notify the kids. Well, I can now report three facts that
relate importantly to the success of my analysis. First my daughter A
arrived home as scheduled; second my son arrived home as scheduled and
third my birthday is May 16. As you can see, General Williams was
undoubtedly right in his guidance to me.

The theme you have selected for this year's meeting, "Risk Analysis,"
is most timely and opportune because of the rapidly changing environment
we are living in today. From the standpoint of the ACSFOR I can summarize
this new environment with a few terse phrases: Reduced Manpower, Higher
Personnel Costs, Lower Budgets, Shifting National Priorities, and--

*Keynote Address, United States Army Operations Research Symposium,

Durham, North Carolina, 16 May 1972.
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perhaps most difficult of all--Unprecedented Public Scrutiny of Our Defense
Acquisition Processes .... I'm sure you are all aware of these factors. My
point is that every one of these factors contributes added pressure to
perform the force development and equipment acquisition processes as
skillfully as possible. It is not through la&. of honest desire or of
trying--we invent and invoke new sets of controls and techniques when we
think it necessary--but all too often we seem to be frustrated in our
attempts to overcome the major cost overruns, schedule slippages and
hardware deficiencies that have plagued us for so long. It almost seems
as though there has been something fundamentally wrong or lacking in our
practices, and General Williams has become convinced that the early and
explicit consideration of risk may be an important essential that is

lacking.isa

Before I get into the reasons why the ACSFOR is interested in risk
analysis. and the ways in uhich he hopes it can provide assistance to the '

difficult job of force development, I'd like to take a few minutes to
briefly explore how he views risk and "Risk Analysis". Risks in themselves
are nott`'ng new. The military has always lived in an atmosphere of risks--
both in peacetime plsnning and in actual war--and they have always tried
to analyze risks. I'm sure the military's oft cited "Calculated Risk"
is a term you are all familiar with. What impreises General Williams is
that the analysis of risk is beirg formalized and analytical techniques
are being developed to help the military 'Calculate' the "Calculated Risk".
There seem to be a lot of different terms around to describe this kind of
act!.vity, and the ACSFOR was both amused and a little perplexed at the
number of variations on the theme of "Risk" that do exist. Let me show

you what he collected from just two pages of some background material.
He believes that these are really all names for the same kind of work, and
that a good deal of such work has been done previously ander different
names. Generally, the ACSFOR regards risk simply as meaning the "Probability
of failure (or success)", but perhaps more important, he always thinks in
terms of the "Impact of that Failure". For example, if someone should
mention the risks associated with the Army's Advanced Attack Helicopter
Program, I think General Williams would think first and foremost in terms
of the impact should that program fail. He believes that if the analyst
is fully aware of the impact of a possible failure he will most likely
come up with a more careful and better risk analysis. I think you'll
understand this better when I describe the responsibilisies of the ACSFOR.

When Secretary Packard first gave prominence to the term "Formal
Risk Analysis", he was addressing primarily the problems associated with
the weapon system acquisition process. The ACSFOR's generalized impression
of risk analysis is, I believe, consistent with this. He views it as a
process wherein the risks associated with a particular developmental
program are identified and evaluated, and alternati re courses of action for
reducing risk are generated. He also regards it as a continuing and
iterative type of process rather than a one-time effort. I said I would

"briefly explore" the ACSFOR's view of risk analysis, so I'll keep my
word and stop now. (Figure 1)

8
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General Williams is aware also that we are beginning to see far greater
concern with risk and uncertainties at all levels of the national defense
effort. At one end of the spectrum we see attempts to perform the kinds
of risk analyses that I have been describing. For example, there have been
recent publications which are clearly in line with the highly focused
technical evaluatiors intended by Secretary Packard and which address
specific systems such as the Lance Missile and the new 105MM Towed Howitzer.
He applauds such analytical efforts, for such analyses can be the key
building blocks in evaluating the uncertainties associated with more
aggregated systems. Moreover, he recognizes how these risk analyses
interface with Decision Analysis: The process of sorting out the best
combination of alternatives.

At the other end of the spectrum we now have what Secretar-j Laird has
referred to as "Net Assessment". This is a kind of risk analysis at the
national level in which all factors--Military, Technological, Political
and Economic--are examined to see which factors impede and which enhance
the achievement of our national security objectives. In these assessments
we weigh the capabilities of potential enemies against our own capabilities
and those of our allies. Out of this comparison comes a balance or net
effect which is one measuue of the risk associated with achieving a
eparticular objective.

Let me now take some time to explain how ACSFOR fits into the Army's
scheme of things--and show why he has a special interest in the potential
benefits of risk analysis.

General Williams hasn't always found it easy to explain to others what
it is that The Assistant Chief of Staff for Force Development is supposed
to do. The title isn't quite as intuitively or as historically appreciated
as--for example--The Assistant Chief of Staff for Intelligence, or the
Deputy Chief of Staff for Personnel. Not too long ago he was attempting
to describe the job to a British General Officer. After a minute or so
the British Officer interrupted him to say, "Oh, now I know what it is you
do--we have essentially the same job here, but we call it The Assistant
Chief of Staff for Size and Shape". Acutally, that's i.ot too far off the
mark. General Williams frequently describes his job by analogy with a weaver.
He's the fellow with the loom there in the middle--in the middle of The
Army Staff and in the middle of The Force Development Process. Now let's
look at what's going on ir. all this weaving. If there's any one thing
that you can say about ACSFOR, it is that the ACSFOR's job is to determine
the requirement for people and for things to man the force structure.
Now how does this come about? ACSI develops the threat forecast and
then DCSOPS working closely with The Chief of Staff in the joint arena
establishes the strategic concepts and determines the major units required
to carry out the joint strategy. ACSFOR rounds out the force structure
by way of The Army Force Development Plan which establishes the requirement.
Once ACSFOR identifies this requirement, everyone else has a responsibility
for doing something. DCSPER gets the men and is responsible with CONARC
for their training. DCSLOG with AMC gets the equipment. CDC comes up with

ideas, concepts, and force designs: CRD determines development effort
required. ACSC-E sets the policy and standards for Army communication.

10



When all this effort is brought together by the ACSFOR you see the Army
force structure represented by SCARF which is the end product of the
ACSFOR, The ACSFOR is the integrator of all staff activities. (Figure 2)

If General Williams were pressed to give a one sentence summary of
the mission of the ACSFOR, I think he would say this: (Figure 3)

There is, of course, a great deal implied by that simple statement. 3

For example, it means properly trained, fully equipped, adequately supported,
continually modernized, properly organized, and so forth. Fulfillment of
all these implied goals is what adds the extra dimension of challenge to
the ACSFOR's job. As you might expect, this job often takes on the
aspects of crystal-ball gazing and juggling.

Among the things the ACSFOR must try to foresee are: Congressionally-
impoced manpower ceilings, levels and trends of future Army budgets,
ci.vilian and military pay scales, dates-quantities-and-capabilities of
modernization equipment, future OSD obligations such as special mission

• forces, and finally--possible chianges in the. Arnry's strategic requirements-

Clearly, there is moderate to substantial uncertainty in all these factors,
I and a pretty good risk of being wrong in several areas.

The Defense Department and the Army have a systematic procedure for

developing and updating the Army program each year. It all begins with
preparation of the force development plan by the ACSFOR's office. One
of the realities we must cope with is that each year we must begin with the
army structure that is in-being. We begin with what we have.

Another reality is that there is a substantial fixed base in this Army
over which we have only partial control. This fixed base requirement includes
the posts, cemps and stations that we operate--including the Pentagon con-
tingent--the army school system which we must maintcin, and the special
missions which are assigned to us by the Office of the Secretary of Defense
in the national effort: for example, The Safeguard System.

Currently, a good approximation of this fixed base requirement
requires about 50 percent of the Army budget. In effect, this much must be
spent whether we have division mission forces to meet our contingencies or
not. The other 50 percent must provide not only for maintaining the division
mission forces with adequate equipment and supplies but also for the cost
of reserve components, the annaal cost of millt;.... construction, and the
amount of money it takes to develop and introduce new weapon systems and
other equipment-.

What all this reduces to is that we are given a budget (or rather
half a budget) and a statement of strategy requirements, and we are
directed to mold a force that is consistent with both the budget constraint

and the Army's mission within DOD's total force planning concept. Although
we pay particular attention to the fiscal year immediately ahead, we also
contribute to the annual update of the five year defense program. Thus,
we are constantly striving to develop a program and an Army force structure

which meets both the specifications of national strategy and the financial

resources available.

11
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To summarize my remarks on the responsibilities of the ACSFOR:
He is the manager of the force structure in being and the developer of a
force structure which in the future will be equipped with the best weapons
and equipment which can be made available, will contain well-trained combat
effective units, and will be organized in such a manner that combat forces
can be sustained in a theater of operations.

Even from this brief description of the ACSFOR you can readily
appreciate our enthusiasm for successful and timely development of new,
modern weapons systems. These new systems typically promise dramatic gains
in combat effectiveness, and very often have the corollary advantage of
reducing the troop strength needed in the operational units. Such reductions
always have a cascading effect and lead to corresponding reductions in the
support forces. You can look at these manpower savings in two ways.
One is that reduction in required troop strength as a consequence of new
modernization equipments is an ideal way of accommodating Lmnpower cuts
which Congress may be planning to impose in any event. The other is to
think in terms of the dollar benefits. Personnel costs have risen
drastically in recent years. For every man we can truly replace by means
of better equipment, the army receives a monetary dividend of about
$15,000 a year which can be applied elsewhere. Either way--the prospects
of better equipment manned by fewer people are immensely attractive to
the arm staff and especially to the ACSFOR.

All of which brings to a key pcint of concern to the ACSFOR--
one of his chief problems, as I indicated earlier, is that we just
aren't doing a good enough job of completing and delivering new systems
on schedule. In the past few years there have been more program slippages,
technical difficulties, cost growth and procurement reductions (not tomention cancellations) than anyone cares to remember. Let me show you
what I mean. Recently, we reviewed the histories of a number of ourmajor weapon systems which we are now developing and acquiring. In 1967
the Army had prepared development cost and schedule estimates for most
of these and we have aggregated the projected spending plans--development
costs and total planned procurement coets--for six of these systems.
This is a year-by-year plot of the spending plans as of 1967. I might
point out that every one of these six systems had been receiving developmentfunding for three to five years prior to these planning estimates, and

had been reviewed in detailed concept formulation and parametric designatudies--so, these estimates should have been good. For the purpose of
keeping it unclassified the dollar values are not shown. We have a name
for this mountain of spending; we call it the "Bow-Wave". Now this Bow-Wave
is very frightening to a lot of people because they see these huge dollar
outlays coming and they know we can't possibly budget that kind of money--we simply won't get that kind of money. A view of the Bow-Wave often leads

to panic. It prompts some people to say--usually the budget and financemanager--we must immediately cut back on research and development starts.
On the other hand, the R&D people, though, say we can't do that because
we must have a large number of starts to insure getting a reasonable number
of successful programs. They suggest some other remedy, like reducing the
requirement or basis of issue. Now both of these points of view are right
to some extent--but they are both too extreme--and they really don't get
to the heart of the matter. You see, we know by experience what happens

1J4



to this Bow-Wave, and we know that we don't need to be frightened or to
panic. (Figure 4)

This figure shows what that 1967 Bow-Wave looks like today. The shaded
area is now history and represents funds that were not spent. It is clear
that we have one very effective corrective tool in the PPBS System--it won't
let us spend more than we get. But the fact that we will be forced to live
within that constraint isn't much comfort because we know there is another
phenomenon working therein. We know that in addition to the control which
we can exercise over spending, that much of the receding of the wave is
caused by program slippages. So we know we don't need to be frightened by
the Bow-Wave, but we also know we must learn its anatomy and understand it
better; unless we do we're certain to receive bad news and very difficult
problems at fairly regular intervals. You can imagine the kinds of havoc
to our attempts for the orderly planning of future force development. If
we can develop more realistic curves of this nature, and understand them
better we will be able to plan better.

Now let's look at that original Bow-Wave and consider one of the main
reasons why it was so large in the first place, and we are convinced that

* risk, and the lack of risk analysis, is one of the principal reasons.
Invariably when we start these programs we typically produce a single
schedule with successive milestones based on achieving our objectives at
each step of the way. We tend to project complete-success programs (and
there is pressure to do more of the same). If, instead, we were able to
effectively consider the risk at each step of the way we could produce
schedules that reflect the kinds of uncertainty we always encounter.
Rather than a schedule that states unequivocally that we will field a system
in X years, we would much rather know the number of years until we can be,
say, 90 percent confident that the system will be ready for fielding. With
good estimates of this kind the ACSFOR could live much more comfortably
with the Bow-Wave. With improved estimates of the risks involved he would
probably not see a Bow-Wave as ominous as the one shown; and he would be
in a much better position to plan the management of those trade-offs that
the budgetary constraints impose. In other words, we would much prefer

to program deliberate slippages, when necessary, than having them imposed
on us in ax unexpected and capricious manner.

So this is the challenge which has faced the ACSFOR and one which is
passed to you. Give us better ways of estimating the risks that go with
our program predictions so that we can learn to live and work better with
this Bow-Wave. General Williams can then get on with restructuring the
army in accordance with the anticipated introduction of new equipments--
and at the same time be fairly confident that he's not just making trouble
for his successor. (Figure 5)

I'd like to touch just briefly on another reason, separate from the
impact on force planning, why it is so important to improve on our weapons
acquisition process. In the years ahead we can expect to have only 3 to

4 percent of tho army budget, to accomplish our equipment modernization
objectives. Considering how costly new systems have become and the

austere level of this modernization funding, it is apparent that we have
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no latitude for poorly conceived or mistaken ventures. We simply will not
be able to afford cancellations or major reversals of programs in mid-stream.
That is reason enough for us to take careful, measured steps toward moderni-
zation: Always fully cognizant of the risk along the path, and fully
prepared with alternatives to surmount or by-pass the risk that transforms
into a technical set-back.

In conclusion, I hope these remarks have added still a little extra
incentive to you and your colleagues to accept the challenge to advance
and successfully apply the techniques of risk analysis. I am convinced
that by focusing proper attention on each and every program activity
and event, the likelihood of adverse surprises can be greatly reduced. Then
when problems and changes do materialize, they will have been anticipated
and viable alternatives (worked out in advance) will reduce the undesirable
impacts on program activities. By extending this type of careful analysis
to all the major modernization programs, we would hope and expect that the
critical job of force planning could be performed with a degree of credibility
and at levels of precision that are simply not possible under present
circumstances.

One other point, tne ACSFOR knows and appreciates that the development
of these techniques often require a high level of technical content which
is understood by a s:.all number of professionals. As a result he is often
surprised to learrn that tools for solving problems are around for some time
before they become knon to those at high management levels. He believes
that the gap mubt be fiiled. He has been trying to do something about it
at his level, but he believes that you too must work at the problem. You
must try to get the word out and in a way that it is understood by as many
as possible.

Now just one personal view based upon my experience, we have asked you
to perform good and effective risk analysis. There will be many pressures
to discredit or minimize your work. There are too many vested interests
involved who shudder at the thought that their system or development may be
characterized as being too risky. You must stand up to those pressures--
you must maintain you objectivity and above all maintain your cool.
If you don't you will become ineffective.

Finally, General Williams recognizes that it is in the nature of
this risk analysis work, as well as the other analysis, that you may not
see the beneficial consequences of your work for several years. And even
then you may not receive full and proper credit for there will probably
be some who will say things would have gone well anyway. He asks you not
to let that deter you--and wishes to assure you that many others appreciate
and require your efforts.

Please accept General Williams and ny own sincere good wishes for a
productive and successful symposium.

Thank you, all --
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DECISION ANALYSIS

STANFORD RESEARCH INSTITUTE STAFF '
11

During the three days of the symposium, Dr. Carl Spetzler and
Mr. Ramon Zamora of Stanford Research Institute presented a detailed
seminar on "Decision Analysis".

The following four articles contain the substance of that material I
and are reporduced herein to provide a summary of this seminar: ]

"I. "The Foundations of Decision Analysis",* Ronald A. Howard,Stanford University.

2. "A Tutorial Introduction to Decision Theory",* D. Warner North, J
Stanford Research Institute.

3. "Decision Analysis: Applied Decision Theory", Ronald A. Howard,
Stanford University.

"4. "Decision Analysis Practice: Examples and Insights", James E.
Matheson, Stanford Research Institute.

I

tA

*Reprinted by permission of the Institute of Electrical and Electronic
Engineers, Inc.4

19



SlXZ TRAN8ACTIONG ON 85VI'M5D UCIUNCI AND CYBERNSICS, VOL. SeO", NO. 3, fsmnUIaaa IMD68

The Foundations of Decision Analysis
RONALD A. HOWARD, SzNIoR MEMBER, IEEE

Abstract-Declslon .ntlyasi m. emerged from theory to practice irreversible allocation of resourceb, an act that we call
to form a discipline for bal.•c•,g the many factors that benr upon a making a decision. Perhaps the resource whose allocation
decision. Unusual features .1 the dsilf.iane are the treatment of is least reversible is time, bat other resources may vie for
uncertainty through sub;ectirs probability and of attitude toward
risk through utility theory. Capturing the structure of probism this characteristic.
relati'qnsups occupies a central position; the process can be visual- Although the development of a theory of decision that
hoed in a# i tphical problem space. Thee features are combined with comprises uncertainty, complexity, and dynamic effects is
other pril :'ence measures to produce a useful conceptual model a formidable task, such a theory would not be complete,
for ansi•,ag deisions, the decislon analysis cycle. In its three for it often turns out that what is most perplexing to the
pi'sses--cs,:nninitlc, probabilistic, and informational-the cycla
progressively determines the importance of variables in dte,- decision maker is not the mystery of his environment, but
ministic, prob..b)IIstic, fnd economic environments. The ability to rather the specification of his own preferences. Thus we
assi*. -n economic valun to the complete or partial elimination of shall discuss he rationale of decision analysis by comment-
uncertalaty through experimentation is a particularly important ing on the three topics of uncertainty, structure, and
characteristic. Recent applications in business and govenmente
indicate thm.t the increased logical scope afforded by decision anal- preference.
ysls offers new opportunities for rationality to those who wish it. Our primary interest in the topic of uncertainty is the

philosophical basis for the treatment of uncertainty -c-
N- cording to the mathematical laws of probability. The topic

INTRODUCiON structure includes the complex arid dynamic interactions

D ECISION analysis is a term that describes a com- that may exist among the many facets; of a decision prob-
bination of philosophy, methodology, practice, and lem. Finally, we shall discuss under preference not only

application useful in the formal introduction of logic and the difficulty of assigning values, but also the necessity for
preferences to the decisions of the world. There was a time a value language that will be useful in a dynamic and tun-
less than a decade ago when suggesting that decision certain environment.
theory .ad practical application evoked only doubtful
comment from decision makers. The past five years have Uncertainty
shown not only that decision theory hits important prae- The problem of describing uncertainty has tormented
tical application, but also that it can !orm the basis for a philosophers for centuries. Pascal and Fermat laid the
new professional discipline, the discipline of decision alal- mathematical foundations of probability over three.
ysis. Many of the professional aspects of the field have hundred years ago, and ils development continues today. .'
already beeni described in the literature (see Howard Ill). It might seem obvious that this theory would be the
Here we shall concentrate on the rationale and method- natural miedium for th.nking about uncertainty. However,
ology of decision analysis. the obvious was not. proved until the present century,

In discussing the rationale and philosophy of decision when it was shown that reasonable axioms. for a theory of
atralysi.f, we shall focus on those concepts that are most uncertainty 4l4 directly to the mathematical theory of
unfamiliar to the intuitive decision maker. These concepts probability.
are generally concerned with the measurement of un- Subjectivc Probability: While virtually everyone agrees
certainty and with the decision maker's reaction to it. on the proper tse of the probability calculus, there is
In providing a methodology for decision analysis, we shall considerable disagreement on the interpretation of its re-
be concerned primarily with developing a procedural form suits. Many users of probability theory consider proba-
that will be broad enough to cover the important areas of bility to he a physical characteristic of an object as its
application, weight, volume, or hardness. For example, they would say

that a coin "has" a probability of falling heads on any toss
THE RATIONALE OF DEcIsIoN ANALYSIS and that to measure this probability would merely require

The problem of the decision maker is to select a course of a large number of tomes. This view of probability is called
action in a world that is perceived as uncertain, complex, the objective interpretation.
and dynamic. To follow a course of action is to make an Another group considers probability as a measure of thedstate of knowledge about phenomena, rather than about

the phenomena themselves. This group would say that one
Manuscript received July 2, 1918. This research was part"_ily "assigns" a probability of heads on the next toss of a coin

supported by the National Science Foundation under Grant NSF-
UK-1683 and by the Office of Naval Research under Contracts based on all the knowledge that he has about the coin. A
ONR N00014-67-A-0112-0008 and ONR N00014-67-A-0112-0C coin would be "fair" if, on the basis of all available evi-

yThems tauthor Uis ersith , ~thDearmntor of Calif. igEcno
The author id with the Caelt of Eng.neering-Econom dence, there is no reason for asserting that the coin is more
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likely to fall heads than tails'. This view is called tile sub-
jective interpretation.

The distinction between the interpretationi; might Reom
smiall, but. it is the key to the power of decision analysis.
The objectivist requires repeatability of phenomena under
essentially unchaniged situations to make what he would Is lt0W
conisider to be meaningful inferences. The subjeedivist can
ztccept any amiount, of data, including none, and still apply
logic to the decision. The objectivist wats able to survive
and1( even flourish, when the miain problems of inference DUMOF NCOINT

arse in areas such as agriculture that provide large DETERIiNIST IC

amiounts of cheap data. Today, whien dec-isions regarding Fig. 1. Problem xpace.
space programs must be ba~sed on a single launch of a
one hundred million dollar rocket, the ability of the sub-
jec-tivist to appl1y logiv to one-of-a-kind situations has be- Although this notation often secents strange, it providet;
comie indispensable, at mathematical laniguage for un ' ertainty that describes

These examp~les might lead one to b~elieve that. the sub- precisely both the quantities on which thle probability
jective view of probability is modern; in fact, it was clearly aissignmifent is to be made and the state of information to'be
held and understood by Bayes; and Laplace two hundred used in the assignment.. The subjective view thus, induces'
years ago. The objectivist view is associated primarily with 'lot onlly care in the interpretation of probability but also
the foundding of the British school of statisties ini the early precision ins its written expressioni.
1900's. It is thle feeling of many, including decision analysts-,
that. the creation of the field of statistics through the Structure'
advent, of the objective interpretation wats a heresy in the The primary funiction of the decision analyst i -s to capt ure
dlevelop~ment of the treatment of uncertainty.-While-ib- the relationships among the miany variablp-s in it decision
jectivimts are definitely in the miaji~rity at lpres('it, their problem, at process-k called structuring. The complexity of
ranks seem to be diminishing, structure required will differ from problem to problem:

Subjective Probability Nolation: Since the decision analyst from a "back-of-the-envelope" decision tree to at system of
necessarily holds the subjective viewvpoint, he prefers it interconnected programs that tax the largest computers.
niotation for probability that reveals that it is an itssign- .The Problein Spdce: A diagram like Fig. 1 is an aid ins
mient based on a vertain set of information. Such la nlotaitionl visualization. This diagramn, the problem space, p~ermits'
is conistructed as follows: Let A be an event and 8 be the characterizing decision Jproblemis by their underlying
state of information en which the probability of the 'c- structure. The -dimensions of thle problem space are degrees
currettee of A is to be assignied. Theni JA 181 is the symbol of uncertainty, time dependence, and complexity. Degree
for the p~robability of A given S. If xr is at random variable, of uncertainty can range from thle deterministic Situations.
theni the probability density or mass function oif xr assigned where all variables tire known, to the highly probabilistic
onl the basis of 8 is IxISj . The expectationtiof xr based oti S situations, where little inforniation is available. about an~y
is written (4£.) and is definedi by problem variables. The timie dependence can range front

static to dynamic; complexity is measured in term.4 of the
(.rI ~ r = XS n'r ~ ~ tumber of variables required.

Each corner of the problem space corresponds to certaini

where f, is.a general sumimation on x to be interpreted as: mathematical models. Corner I is the deterministic s~tatic
a smmaiot orintgraionas pprprite.Thenth one-variable decision problem, -such ais that of finding the

aomennit of or ba ted grnationk then berpite h t largest. rectaingular area, that can be fenced with a given
length of fencinig. The models of elementary caletilug,

c XSJ developed over 3100 years ago, would be appropriate.
( fi)- r Corner *2, thle deterministic dyniamic single-variable

dlecision problem, would arise in elementary auto-
Thle variancee of x is written V(rs) and defined by fliztic control :ipplieaitions. Thle mathematicail models of

differential equationsi and transform calculus w'oild be
'(XJS) - (XIIS) - (iJSg)t. relevanit; they wvere developed over 100 years ago. Corner 3

represents thle probabilistie static siingle-varhubtlle 'problemn.
Onte very special state of information is the total knowl. suchi as whether or not, to buy life insurance. Threi-.

edge available at the beginning of the problem under coni- hundred-year-old elementary probability would -be quite
sideration, the total prior experience denoted by 9. Then helpful in reachuing at decision. Corner 4 introduces corn-
xICI) would be called the prior density function oit z, or the plexity in the form oif the deterministic static, but Many-

"Prior" for short. The quantities (.rIC) and I~xlIC) would variable problem. Decision problem,; like assigning CUR.-
wien be the prior mean and variantce. tomcrs to warehouses or men to jobs provide an illustrationi.
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One-hundred-year-old matrix algebra and 29-year-old 'vhat are distributed in time: a preference called time prefer.
lintw optimization techniques would be very useful. ence. The importance of time preference is revealed when

Comer 5 combines the two factors of uncertainty and the analyst studies problems like the development of the
dynamism in the uncertain dynamic, but single-variable national parklands or management of an individual's in-f problem, such as simple inventory control. Here the theory vestment portfolio.
of stochastic processes and queuing models developed over The phenomenon of time preference could be described
the last 50 years v uld be most relevant. Comer 6 corre- as the greed-impatience tradeoff. It is characteristic of
sponds to the probabilistic static multivariable problem. individuals and organizations that they want more now.
Decision problems like bidding on new product introduc- However, the alternatives provided often give them a
tion might have such an underlying structure. The mathe- choice between more later or less now. Examples would be
matics of joint probability distributions would be especially the choice between hydroelectric and gas turbine electricity
helpful. Corner 7 refers to the deterni nistic dynamic multi- production or, in general, the choice betwet n investment
variable decision problem, such as the complicated control in capital goxds and consumer goods.
problems posed by a space vehicle or a steel mill. Although While the problem of preference is complicated, it is
probabilistic elements may be present, they are usually usually treated in decision analysis by the specification
treated as perturbations of the deterministic model. The of a discount or interest rate and the rule that the eiterna- a
modern theory of control developed in the past three tive with the highest discounted, or present, value is to be
decades applies successfully to these problems. preferred. Even within this framework, selecting the

Finally, corner 8 is the most complex corner, describing appropriate interest rate is not easy; it involves the nature
problems involving uncertainty, dynamism, and corn- of the interaction between the erganization and its financial
plexity. In a sense, all decision problems could be located environment.
here because they all involve the three factors to somne Risk Preference: The most unusual and challenging
degree. However, this corner is used to indicate problems preference problem concerns preference for risk. Tile exis-
where the three elements are indispensable to a meaningful tence of the phenomenon is established by noting that few
analysis. Problems like electrical power system planning or people are willing to bet double or nothing on next year's
business mergers are particular examples. Useful models salary, even though the proposition is fair. Most people
might be Markov processes and their derivatives, and organizations are averse to risk: they are willing to

The extsit to which formal models are available varies engage in uncertain propositions only if the expected
consides'ably over the problem space. Near the origin there value of the proposition is positive and relatively large.
are usually several alternative models for the problem; The description of this type of preference requires a set
near corner 8 it is more a matter of patching together of concepts that are unusual, but logical.
approximationls to obtain a useful representation. As tech- To he specific in describing the coneepts, it is necessary
nology advamces, more realistic models of uncertain, dy- to define the technical term "lottery." A lottery is a set )f
namic, and complex processes will be developed. How- prizes or prospects, one and only one of which will be
ever, it will continue to be the job of the decision analyst received. Associated witl. ea:ch prize is a probability;
to be the (ngineer who matches technology to the require- the ;um of all the probabilities is onc. In many ca.Lses the
merits of the problem. His product is tlie embodiment of prizes will each correspond to the amount of SmC corn-
logic. modity, such as money, that will be received. In the*e cases

we can think of the lottery as a random variable described
Preference by either a probability m ss or probability density func-

The problem of preference measurement is to determine tion.
in quantitative terms just what the decision maker want,. I lityI theory: The nmst common structure for en-

Value: The first step is to assign a single value v to each coding risk preference requires that the individual sub-
possible outcome of the decision problem. If the problem scribe to a net of axioms concerning lotteries. The first is
is concerned with the allocation of monetary resources, that he must be willing to provide a transitive rank order-
then it is logical to measure this value in monetary terms. ing of all prizes in any lottery. That is, if the prizes in a
In business organizations, some form of profit may be lottery are A, B. and C, he must be able to say in what
appropriate. but the need for monetary values as a order he prefers the prizes; further, if he prefers A to 8
precedent for monetary allocation applies even if the out- and B to C, then he must prefer A to C.
come involves the loss of life or limb. As decision analysis The second axiom is that if he says he prefers A to B to C
is increasingly uset in problemls of social significa.2e, a then there must exist a vaiue of p such that he is indifferent
monetary value may have to be assigned to such out- between receiving B for certain and participating in a
comes as a cultured life or an ignorant life, Though these lottery that produces A with probability p and C with
assignments may be very difficult, there is no rational probability 1 - p. When the appropriate value of p has
alternative. beeu found, we would say that B is the certain equivalent

Time Preference: However, even in dynamic world, of the lottery on A and C.
the preference question would not be res)lved until the The third axiom is that if he prefers prize A to prize B
decision maker had stated his prefereuce for outcomes and if he is presented with two lotteries, each offering A
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'0. cause of the invariance to linear tr?.uaformatio.-, the wcale
09- of measurement can be selected arbitrarily; this curve

0111- asisigns a utility of 0 to 0 dollars and a utility of I to 100
07. dollars.

06 --- The two lotteries below the curve show how it is used.
0, The expected value of a lottery L is defined in our nota-

~04 ,~tion by
03

0 030 40 W 6070W X Lot tI cy hi. has anl expected value of 38 dollar.,; 1,, ant ex-
MOKY Vpecled value of 36 dollars. S ineone who was indifferent

to risk would prefer Lt Howe% er, to determine the prefer-
k97t ~ L nve of the individual with the utility function in Fig. 2,

__m_ Vr ~ IL we first determine the utility of each prize in each lottery
-CIO~t)-30 91D 09 ,I.>'60'9 065 from the utility curve and then find the expected value of

2- is 03 "rt>.as 6.20 the utility. Tho: expected utility (of a lottery is given by

Fig. 2. U'ltily etiryce. (uIII;) f J(u!vC) i1Atl

Sitace tile expec4ted uitility oIf lottery hi is 0.44, while that

atad Bi with different probabilities, theii he must preler ~if lottery In~ i, 0.51. the indidvidutal would prefer lottery L2.. I
the lottery that yieldsA. with the higher probahility. inl spite of its lower e, -ted valie. We would describe

These axioms are the most significant ones. However. imidividutik whose utili.. uirves are concavie downward~s as
two others tire niecessary for completeness. One is that a risk averse.
certain equiivalent (if at lottery may be substituted for the T'he cerlaiin equivalent: Although this calculation serve.,
lottery in atty situation without chaniging the preferences of to determine the individual'.s preference, it gives us tit)
the decision maker; we might call this a 'did von really feeling abolut the streng~th of the jlreferencee. The magiii-
mean it?" axiom. Tile other is that at l(Itten whose plrizes tude (if the utility (-:itl be no help) because we see that if we
are themselves lotteries is equivalent to a lottery that added 10 tit all utility numbers, we would derive exactly
produces the same ultimate prizes with probability (*'Ii- the same preferenee ordering Nit with much smaller per-
puted according to the laws of pro~bability: r i ould he venitage ditference ill uttility numbher. To measure strength
termed a ''"io full inl gambling" axiom. of prefeTrei('(, it is helpful to return to the concept of cer-

Mathematiical argument.. reveal that ani ind~ividual who taut) equrivalenit.
subscribes to these axionis cal(-,it ecteI~lC i.s risk llrefereille To" evallaf Iniw lot(1tery ill :t ,illgle meanlingful molletary
ill t ermts of a1 futilet oil IItihe prizes(If lie lo t 'crats, a fuivi- aiinbt'r. we --:tit ask what alimoiit oIf mol ey rei-eived (ftir
tioncl la a it 1iliity full't it l. The ut ility' fuiwt Iion, has i, tw cr) W i n'111 havie tilt samne utlity as t h lottery. Tihe

imipoIrtanit protperties: first, that thle tit ility (Ivf any ltottery c'ertatini e('(jivailclt (if a lottery* 1,. denloted by (e ,i~..
is the explected tt ility tof its prize.-; sect sind, that if (110' tiii II tile aolit 'tntof moinfcy ,hoa wn by the litility cuvetla its
lotIttery is preferred to anot her by lie individual:1. thei lit, have tli:' satin:. ltility aq tilie lott:ery'. Th:'(ertaiil el itvalent

utility will be higher.ismteaialdfndbyheluio
Thus the utility function aitsiglis toI any lottery at real . .

number; the lotteries will bie preferred in the order (if these (~ I1,
niumbers. However, the actual magnitude of the utility is Thus frinn the curve we see- thait the utility oIf 0.44 f''r
ilot important, because the preferences revealed by the lottery 1., co(rrespondi~s tit a ('ertaila equivalent (if 28 dolllars.
utility function are unchanged if thle utility fultictioll is whlile the( utility (If 0.51 for lottery 1, would mean) A cer-
modified by multiplication by a positive cow-stanit or by taineui llivalenit lof :4 dtollars. Thei individual would be just
addition of anly constant. Thus the uttility fluintiln serves as indiffePrent iet weci-i rece'iving either 28 dollars for certain tor
a risk- preference thermometer that canl be used folr rank- lottery L,4 and b~etween~ rec-eiving:34 dollars for certain or
ing lotteries acctording to the risk preferenee (If till ill- loIttery 1g,.. It %Iuild be -lightly itiacciriate, but intuitively
dividual. satisfying. tto saiy that lottery 1i, is worth 6 doIllars more to

fii pro~blems7 (of professional interest fit( leo(ttery prizes are thle illdhividlial tilall is lot:erv 1.41
usually measured in at commoIdity such as monley. Ini this~ Exponentlial utility cuivs: I hi some ca~ses the individual
case the utility functioln can be represented by a curve is willing to stibsi-ribe toI a sixth aixioIm: that if all prizes iui
that shows the utility tol be assigned to anuy amounit (If the a lottery are itirreasol by any amounllt A1, the certaiti equiv-
commodity. Such a uttility curve appears ats Fig. 2 The alelut of the lottery will also; illerewse by A1. The axiom is
curve (ult&) shows the utility u assigned by toome individual persuas~ive.. since the inerenuent A1 will be received with cer-
toI amounts (If money t, between; 0 and 100 dollars. Be- tailutv regardless. (if the outetinit oIf thle !ottery. Hotwever.
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the axiom is very powerful, for someone who subscribes to T D. Cn a

it must have a utility curve that is linear or exponential in IN 10`AT4

form; that is, (ulog) is proportional either to v or to e- --
Furthermore, the curve is completely described by the ]
constant -y called the risk aversion coefficient. Although"O
few individuals may in taot wish to be governed by this
axiom, the c-.pt~i,-ntiai utiktfy curve is very useful in
analyses, as we shai, see.

Stochastic dominance: There is one important case in t 10PIRIMI|"
which risk preference need not be measured at all. That . j
is the case in which the choice between two alternatives
would be clear to a rational man regardless of his risk pref-
erence; it is cailed the case of stochastic dominance.
Lottery L, stochastically dominates lottery L, if the prob-
Ability of receiving a monetary return in excess of c is 0-
higher for I, thani for 1. for any value of c; that is,

If one lottery stachastically dominates all others, then it 0 0
will he preferred by the individual regardless of his attitude 0 *

toward risk; there is no need to use the utility function. 0t
Joint Titne-Risk Preference: Individuals often have to 0 -

choose between monetary rewards that are not only un- o *."

certain, but distributed over time. In these situations time
and risk preference must be jointly encoded. The descrip-
tion of joint time-risk preference is a problem that admits,
many solutions. Here we shall employ the idea of reducing . .
any time stream of value to a present value using the time Fig. 4. Deterministic model.

preference measure and then applyi.ig the utility function
to determine which lottery on present values is most de- The Deterministic Model: Fig. 4 is an abstract representa-
sirable. tion (if the model. The molel relates the important vari-

ables in the problem that are not under the control of th,.
THE METHODOLOGY OF DECisioN ANALYSIS decision maker and the variables that ar-, under hiscon: ,il

With this background we can go 'n to a discussion of to the production of value in time. These variables are
how a decision problem can be progressively analyzed using called the state variables s8 and decision variables di. We
decision analysis principles. The procedure is best explained can visualize the state variables as a set of knobs on the
in term,, of a diagram like that in Fig. 3. Here we view the model that are set, by a disinterested nature; the decision
derision analysis procedure as divided into three major variables are knobs set by the decision maker. Fig. 4 shows
pha-wC, the deterministic, probabilistic, and informational that the values developed over time v(0), v(1), v(2),...
phases. The deterministic phtase establishes the deter- are operated upon by the time preferenee specification to
ministic relationships among the variables of the lroMbem. produce a present value reading r, that we may regard as
The probabili-tic phase introduces uncertainty and risk appearing on a value meter. Thus any setting of the state-
prefere:•ce. Finally, the informatioual phase determines the and decision-variable knobs will produce a value reading.
economic value of gathering more information. Followinig The deterministic model will generally be realiked in tile
these phases, a decision is required on whether to act or to form of a computer program.
gather new information. If additional information is oh- Deterministic &ensitivity: Fig. 5 shows the first analytical
tained, e.g., through market testing or building a pilot step in the deterministic phase, the measurement of
plant, then this information must be incorporated into the deterministic tensitivity. In the representation of Fig. 5
structure and probability assignments of the problem; the time preference measure is shown incorporated into the
the cycle is then repeated. deterministic model to produce a single present value read-

The decision analysis cycle is a convenient conceptual ing. The analysis begins by assigning each state variable a
model rathei thant an inevitable method for analyzing nominal value and a rangi. that might correspond to the
decision problems. With this point in mind, we shall now 10- and 90-percent point on its marginal cumulative prob-
examine the steps required in each phase. ability distribution. D)ecision variables would also be

assigned nominal values and ranges to reflect initial feel-The Deterministic Phase ings about what the best decision might be.

The first step in the deterministic phase is to construct W;.,i all -.-iriables but one set to -hbir nominal valuep,
a deterministic model of the decision problem. that one variable would be swept across its range to deter-
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s ~The V'alue Lottery: P~ig. 6 shows this assignmenit us a
marginal probability distribution sa,181 onl ea-h istalte
variable. Since the state variables will gencrally be joint y

p arelated, the complete description of the state of k-nowledge
I* moo%. j about them would be the joint probability distribution

181,82,. ,e'VJ&J - Is& but the marginal distributionst
a shown will serve as a pictorial representation. The settings

of the decision variables are h.unmarized by the derision
vector d = 1d1,dl,* - ,dm 1. For any setting d the joint dis-

~ ' a ~tribution (sJ6J onl the state variables will imply a prob-
____ability dist ribution onl the value, Jvid&11, a distribution we

O n(~ n (call the value lottery. The decision problem then reduces
to finding the .,t-tting d that produces the most desirable
value lottery.

The determination of the value lottery corresponding to
:ny decision vector d will he performed by analytical or
simulation methods, as approapriate. Efficient search pro-
vedurvs are helpful inl establishing the best setting for d.

l.'i. ~.I~ea-:nui~ia ~ll~i Wiy. isik !'ref-rence: There remains the question of which
Vlelottery is best. Perhaps the question will be easily

~~ resolved b~y the ti~servatioii that. one setting of d produces
lit VTUY avle o qta stoichastically dooaunates telotteries

~~rolitlued by all other settinigs. But if inot, theni it will be
AmK iieccsý:irv to ei-rodle the risk preference of the deci.,ion

~EL makerii utility curve. Thi., curve will allow each valute
V ~lottery and hetAive each hetting of d tobe ated by its utility.

'The setting that pnoduces ',li highest kitil~ty (uldf; would
theun be judged the best. To gain intuitive meaning, the(
utility of cavili lottery could be returned] to the utility curve
to show the vertain etiuivaleut value -(v4&!) implied by the
(Iccisiioli se-tting d.

F.ig. ii. Vralue lisii'rv. rh'i~s procedurer e~taiblislics lthe setting oif lie decisioni
variables d~f;). that i.N nmms desirable to) the decision maiker

mine the effect onl the valute rcadiiug. 'I'lle figure Aosiai ill view of Ilii, ,tate of h-niowledge regao'dhig titivertaint ic'
the measurement for the ithltate v'ariable 8,. State or :uitl his risk lprefer('cce',,
dlecision variables that showed high seinsit ivity would he= nR- mx (jd.
retained in the further aiialysL-s oif the modiel. A variable d d

could show at high deterministic sensitivity Ilecilti.e (If its Vrlriac isiw h fiiv(i iilar:ii(fh~
wide range, crucial nature, or a (omibitiatiani of thesec effects. I' 'tirt (,'mfr a iaftheww the~. deitilia veuii.e

Ini sonme pzrableiit, this one-at-a-tinw type oif ,eiisitivity ael wb' ekIl

antalysis will not he suifficient: the jointi seiait ivity of (II1' (11id -dimp*.
Variables will have to be mleasiircd by sweepinig nIlore t liaui (it) (ild - w~)
onte variable at at lttle over their range.,. Because t ilie mnon-
her of possibilities for joint -4l asit ivity increases conihluna- Iliia . tn.c, %ai tepl c'nllilet. Ow l hies l ioiin o f the a I caisiaal

tonially with the niumber of variables, the atialy.-t litist list, p~robleml. Ilaiwever. %incie decknal li allalys-i% iN mnore engineer.
judgment in determininitg where joint senisitivity niea.usure- ing thant matheinatics,, the praceluire doaes not ."toap here,
ments will be required. but rathier coninuiiies. to tit(- iniasurenewt of another kiind

The net effect oif the determsinistic sensitivity :tnaly.sis of teiisitivity. stochastic ,eiiisiti ity.
will be to determine the state variables and decision Slncliaslj( Ncisdititiy: The idea behinid stochastie sensi-
variables that have a major effect onl value. The next %tepl tivity i.s thetdesire ito i):s the effect of at variableo aiathe
will be to introduce the current state of kniowledge titn uni- result of the (leci.,ioli problenm noat inl the deterministic
certainty in the state variables and determine which entvironmilent where all1 other variables tire set to their
dlecisionl would be best, given the uncertainty; this is done nomniiiial valuts, but inl %he p~robabilistic environment where
inl the pro~babilistic phitse. all other variables are governed by their appropriate

Th rbaiiti hs protaability dis0trihutiouis. As Fig. 7 shows, if the ith state
incPaoabiistc ~variable &I were knowii, lthe other state variables would be

The probabilistic phiase4 r(iluiire- assignment of proh- governed b~y thle cuanditilonal distribution Jes1s,& obtainied
aibility disu ibutioiis oni the, stitte variable.,. by dividinig t's F! by In,.&I . Thus.t lite specificationi of any
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S .The problems of joint sensitivity measuremerit arise
Sjust as they did in the case of deterministic seisitivity.f _However, here the cost of joint sensitivity measuremen t.

tm t . •is even greater than before because of the need t0 develop
MML VAX lotteries on value rather than single numbers.

Stochastic sensitivity can provide important additional
q ,,tits, insight into problem relationships. It can show the need for

further structure to allow available informnation to be
encoded more effectively. It might reveal that variables
"originally thought to be of vital importance on the basis
of deterministic analyses are relatively unimportant in the
probabilistic environment. At a minimum, :t yields a Use-

MAXtoi, g19,t ful measurement of the robustness of the indicated decision.

The informational Phase

The probabilistic phase of the analysis provides further
7 insight into the importance of uncertainty in state vari-

Fig. 7Stochatic ables, hut it stops short of what we would really like to

know, namely, what is the worth in monetary terms of the
{ ', .----- various forms of uncertainty remaining in the problem?

/ .- (; 'The informational phase covers this last step of measuring
economic sensitivity and hence indicates what sort of

{,"}tsTM ", MO addition:'l information could be economically gathered.
Clairvoyance: A useful concept in discussing the in-

ON,_ formational phase will be the clairvoyant. The clairvoyant

fill is an individual who can tell us the precise value of any
AFTER S, o40. uncertain variable. Clearly, such help would be valuable,

but how valuable?

Fig. 8. Clairvoyance. Fig. 8 illustrates the case where we have engaged the

clairvoyant to tell us the value of the ith state variable s,

value for sa would imply some joint probability distribu- at a co.,t k,,. Knowing s, will have two effects on the result.

tion of the remaining state variables, and in turn a value First, the probability assignments on the other state vari-

lottery VstSdAJ for the given setting of the decision vector. shies ',ill be governed by isg}. Second, whateverpres ut

The risk preference encoding would describe this value vidue v is pr(oluced will have to be reduced by the clair-
lottery by a certain equivalent ~(v~swd). voyn:t's charge k,, to a net present value v'. Once i, is rc-

Suppose now that the decision vector d is adjusted to the ported, the best setting d(s~k,4) of the decision ve.tor

value d(s1C) that produces the highest certain equivalent will be the setting that produces a net present value lottery

for this value of s,. maxý (vIsdC), that is, having the highest utility. Thus

d(s,,) = max-1(ulsd&) = max-' (zissd,). d(s,k,,F.) =- naXll:L'qfksdF,) = max-I C(ulsk.,d.){s!-,F'
41 41 of J

If this procedure is repeated for the various values of s, anl
within its range, the plot of max4 ~(vlsad&) will show the nmax(u~s,k..dC) = (ulsk,,d(swk.,F)&).
stochastic -sensitivity of the variable sp. -

Stochastic sensitivity shows how the certain equivalent Therefore, if we knew that the .harvoyant would report
of the decision problem depends on a particular state 'lhefriwekwththelivoatoudept
variable wheiin allrother statepend ibs n aretncuerstai. a particular value of st, the utility of the resulting lottery
variable when all other stat~e variables are uncertain, would be (u~s~k,,d(sk,,C)C). However, we are not sure that
Stochastic sensitivity can be measured in a different sense he will report that value; indeed, if we were sure, there
if, rather than choosing the best decision variable setting

d fr ech ~, hesetingd(C tat as eatfo (sCj s ued would be nio point in employing him. Consequently, wed for eachit, thesetting d(s) that was beat for { is used must weight the utility we shall derive if he reports a value
throughout. This technique measures the stochastic sensi- of s, by the probability that he will report that value in
tivity to the ith state variables under the original decision
rule rather than under a decision rule adjusted to take ad- order to determine the utility (uwke,,) of the lottery weof nowedg ofe~.Stohasic enstivty o aenter by engaging him. The probability we assign to his
vantage of knowledge of s,. Stochastic sensitivity to a reporting any value of s, is, of course, just Is,g6) since lIe
decision variable d, can be measured by using the prob- is assumed competent and trustworthy. Therefore,

ability assignment Isle) for the state variables and then
seeing how the certain equivalent changes with di either (1lk,,) = (ustk,,d(sk,,C)&) s,18,
with otherdecision variables fixed or continually optimized. . "
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If the cost of the clairvoyant k,, were equal to zero, we
would expect this utility (ulk., = 0 8) to be greater than theA
utility (a jey of the best lottery without clairvoyance. How- 4__ '

ever, ae, the cost of the clairvoyant increase, his service *-

*will become progresively less desirable until the utility of S. I OE

the lottery with clairvoyance is just equal to the utility of 4
the best lottery without clairvoyance. The value of k,~ that
satisfies the equation k COST Of 8KPERIMENV

is caled te vaue of(ujk,8)AFTER ExPERIMENT
iscale te ale fclairvoyance about the variableR VI.E LOS DATA D.

The value of clairvoyance on a variable is an importan1t,
quantity because it represents the largest, amount that one :lr'
should pay to elimintate completely uncertainty regarding

tevariable. Since most real information gathering oppor- iI.1xjene:ato.
tuities provide less than perfect information, they should

nwver be employed when their cost exceeds the cost of The new quantities IDlss! and IDIJ& are interesting in
clairvoyance. themsevles. The quantity JD~s&j is the probability of

Notice that the actual availability of at clairvoyant is observing the particular data D) for any setting of the state
irrelevant to this argutyment. The clairvoyant in decision variables; it is called the likelihood function. The quantityA
analysis plays exactly the same role as the Carnot engine IDJCJ is the probability of observing D avssigned before the
in thermiodyniamics: it conceptual reference against which experiment is performed; it is reated to the likelihood *

to compare the performance of physically realizable func1(tion anid the prior by
alteirnatives.

As with sensitivity measurement, the value of simul- fD8 b~~ s!
taiteous clairvoyance onx several variables can also be cal-
eulated with somewhat more difficulty. In the preceding anld is called thle preposterior distribution.
arguenitt, s, would be replaced by a subset of state varn- Onace D is known, the be-st settingod(Diks&) of the deeisionl
ables, but the nature of the calculations remains the sanme. vector will be the setting that produces the net presenit
Eveni if the state variAbles are independent, the value of value lottery of highest utility,
clairvoyance on several of them can differ frtom the sum of
the, values of clairvoyance on each separately. (See 141,~ d(Dkh~.&) max- '(a JIkd)k

The value of clairvoyance on any state variable or set = x-1 (us,9 181JAf
of state variables will depend on the prior distribution d J*
lIsd&. it is clear that some prior distribution will ntaxinlize ''l I lt fti otr ilb
the value of clairvoyance; we might call this the miaximum h tltyo hslttr ilh
value of clairvoyance. It is the value of clairvoyancve to a ixu)d)=(uIkdfxC.
derision maker who had the miost unfortunate initial state
of informiatiun as far as purchi.sing clairvoyance is con- Ilowcvcr, this uitility will be received vindiiitioiiil on thv
verned. The calculation is uw-fuil becauise it shows the mosit repor-ting of D. The probability that D) will bt- reported by
that anyone should psiv for clairvoylince regardless of his the experiment is thi' preposteriur probability iDIdjf
-state of information. Of course, the c.ileulation is predicated Therefore, the overall utility of the experiment at a1 co-st
on a given time and risk preference. ks, (ni&kA.C, wvill be just

Exrperimnentation: The real-world approximation to
clairvoyance is sonic form of experimentation. An im- (ulk,C) =f(ui~kAd(IDkVd)&) lIDj!1.
portant question in guiding the gathering of additional f
information is, therefore, the value of a given experiment. The number k, that satisfies the equation
The calculation follows almost the same form as the com-
putation of the value of clairvoyance. (ulkV,) =(ujd)

Fig. 9 illtistrates the nature of the calculation. Suppose
that the expeerimeint costs ks and that after it was con- and thus makes the utility of the best lottery with the
dlucted, it produc-ed the data D. Knowledge of D would experiment equal to the utility of the best lottery without
chatige, the probability distribution on s to IsID&I, which the experiment is the value of the experiment.
is related to the prior distribution Js181 by Bayes' equation, 'Comparing this calculation with the one for the value of

clairvoyance shows that we can interpret clairvoyance atsa
ia1I)~ ISC~lI&) very special kiiid of experiment: one that completely

Is~ml -eliminiates uncertainty in one or several state variables.
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Once the value of the experiment has been computed, very little like the desired final product, but it is in-
it can be compared with its real-world cost. Experiments dispensable in achieving that goal. Perhaps 20 percent of
whose value exceeds their cost are profitable alternatives total effort might be devoted to construction and testing
for the decision maker; others are not. Determining the of the pilot model.
""rofitability of various information gathering plans shows The next model in the sequence is called the prototype
which, if any, should be pursued before the primary model. It is a quite detailed representation of the problem
decision is made. that may, however, still be lacking a few important at-

tributes. Its aeronautical analogy would be the first flying
The Decision Analysis Cycle model of a new airplane. While it will generally have bugs

This discussion of the decision analysis cycle has in- that must be eliminated, it does demonstrate overall
* dicated most, but not all, of the types of analyses that appearance and performance of the final version. Because

may be useful. For example, determining sensitivity of the of the need for verisimilitude of the prototype model, it
best decision and its present value to the discount rate might require 60 percent of the total effort.
representing time preference would be an obvious test to The final model in the sequence is the production model;
perform. In some decision problems, particularly those it is as accurate a representation of reality as will be
requiring the consensus of several interested parties, it produced in the decision analysis. Like the production air-
may be wise to measure risk sensitivity. This would involve plane, it should function well even though it may retain
seeing how the best decision and its certain equivalent features that are treated in a less-than-ideal way. Perhaps
value change as the risk aversion coefficient is increased. 20 percent of the total effort might be devoted to this
Fortunately, it often happens that the same policy remains final stage of model development. When completed, the
best for a range of risk coefficients that includes those of production model should be able to withstand the test of
all participants. In thc.4e cases, there is no point in argu- any good engineering design: additional modeling re-
ment over just what attitude toward risk should govern sources could be utilized with equal effectiveness in any
the decision. part of the model.

Division of Effork: The total effort devoted to the cycle is It would be unrealistic to expect the decision analysis of
not typically equally divided among the phases. Because any large problem to employ all the phases, sensitivity
of the need for a detailed understanding of fundamental analyses, and models that we have discuwmed. However,
problem relationiships, the deterministic phase requires having the concepts and nomenclature necessary to depiet
about 60 percent of total effort. The probabilistic phase these steps is a powerful aid in the planning and execution
might receive 25 percent; the informational phase, the of a decision analysis. The future should bring continual
remaining 15 percent. As the analysis progresses through refinements in the theory and application of the meth-
the phases, the nature of the work changes from the coi- dology.
struction and tuning of the model to the development of
insight by exercising it. CONCLUSION

Cotpulalional Demand. The difficulty of exercising the The last few years have seen decision analysis grow fromn
model changes from phase to phase. For example, a iotrn a theorist's toy to an a,.portant ally of the decision maker.
puter rin to establish stochastic sen~itivity might require Significant applications have ranged from the desirability
ten times as much time as a run to measure deterministic of kidney transplants through electric power system
sensitivity. Similarly, an economic sensitivity run in the pf kiney tta npla nt of pole r spac exinfrmaioal hae mgh reuir tn tme asmuh cm-planning to the development, of policies for space Pxplora-
informational phase might require ten times as much (ornh- tion. No one can say when the limits of this revolution will
putation as the measurement of stochastic sensitivity, be reached. Whether the limits even exist depends more on
Thus we see the need for the continued screening of vari- I
ables to assure that only important factors are retained in man's psychology than on his intellect.

each phase of the analysis. To think of performing a deci-
sion analysis by including all possibly relevant variables in REPEKENcES
each phase would be very unrealistic. Ill It. A. H1oward, "Dec•ion analysis: applied decision theory,"

Proc. 4th Internat'! Conf. on Operational Researeh (Bostun,
The Model Sequence: Typically, a decision analysis is Mass., 1966).

performed not. with one, but with a sequence of progres- 121 - "Bayeoian decision models for system engineering,"
sively more realistic models. The first model in thesequence 36-40, November Wnvl.
we call the pilot, model; it is an extremely simplified repre- 131 - ,"-Dynamic inference," Operations Res., vol. 13, pp. 712-

733, September-October 19W6..
sentation of the problem, useful only for determining the 141 - ,"Information value theory," IEEE Trans. Systems Science
most important. relationships. Its aeronautical counterpart and Cyberne•io, vol. rSC-2, pp. 22-26, August 1966.
would be the wind tunnel model of a new airplane. It looks Science and Cybernetics, vol. SSC.E, pp. 54-0, June 1967.

Replhud••dio IEEE TRANSACTIONS ON SYSTEMS SCIF.NCF AND CYBIERNFTICS
Val. SSC-4. No. 3. S*ptemItr 168
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A Tutorial Introduction to Decision Theory

1). WARNER NORTH

Abstract-Decisiott theory provides a rational framework for not obscure the fact, that they represent the linitiing cda.e
choosing between alternative courses; of action whom the couse- of perfect predictions. It is often tempit og toas:sunivi(
quences resulting from this choice are imperfectly known. Two pret rdcinbl ns on emyb lmnli
streams of thought serve as the foundations: utiity theory and the rftreiinbtinsdigwemyeeliiitig
inductive use of probability theory. the most jimportanit features of the problem.-1 We houldit

The intent of this paperis to provide atutorial introductio~nto this like tn include in the attalysis not just the preldi~ tiaamm

increasingly important area of systems science. The foundations are themselves, but also at measure of the comilidetice we lvive
developed on an axiomatic basis, and a simple example, the "aiii-i in these predictions. A foirmal theory of deci.,ionin akinig
versary problem," is used to illustrate decision theory. The concept ms aeucranya t eatr ajtadrgr
of the value of information is developed and demonstrated. At times ms aeucranyisisdpruepitadrgr
mathematical rigor has been subordinated to provide a clear and precise knowledge of outcomes as a limiting speciail c~c
readily accessible exposition of the fundamental assumptions and Before we begin our exposition, we will clarify o(lpamit
concepts of decision theory. A sampling of the many elegant and of view. 'We ;hall take the engineering rather thant dwii
rigorous treatments of decision theory is provided among the purely scientific viewpoint. We are not Observing t lie way%
references. people make decisions; rather we are part iviipatt inl i In'

de-cision-makinig pro(essA. Our coneer,: isi in at nailly nua~kimig
at decision, i.e., ranking a choice between :alternatie~a'

I x'it~n~rto ~of allocating resources. We must assumne t hat at lea-t two'

T HE, NECE'ESITY of milking decisions in the face of distinct alternatives exist (or else there i-i no cvli~mmat (if
utiertainty is-an integral part of our lives. We must choice and, consequently, no problem). lter-iiat ivVe :111

net without knowing the consequences that will result distinct only if they result in different (uncertaini) re~ward,
from the actioii. This uiucomfortahle situation is partic- or penalties for the decision maker; Once tite deviia,ioi liaa
ularly acute for the systems engineer or manager who muist been made and the uncertainty res-Ailved, lilt- e n.,iirau

mazke far-reaching decisions on complex issue-, in it rapidly allocation can be changed only by incurring ,oaniv iuenaaltv.
changing technological environment. Uncertainty appears 'What cart we expect of a general theor~y fair dec4isiasia

a., the dominant coniisideratioin in many systemp, proiblems making uiider unicertainty? It should providev a firameuworks
;is well as iii devisione; that we face in our personal lives, in which all available information is itself to dislutee which
To deal with these problems oni a rationail basis, we must of the decision alternatives is "'hest" :avoainliig 11) lilt
develaip ni theoiretical structure for decision makinig that decision mak-ers prefereiices. But (.looniig au:lt eiitih

iuwlumde-; nuicertainty. that is consistenut withi t hese prefervnces :i tald J14"il-ha
Confronting miacertzuiity is not easy. We naturally try knowledige does not guarantee that we will arlao').i. lilt,

toi avoid it, sometime, we even pretend it does, not exist. alternative that by hindsight turns Out too bvi itiosi jataitit-
(hir primitive ancestors ,ought to avoid it by coiisultiiig able.
soul lisa ' ers and oracles who would "reveal" thie uncertaini We might distinguish between a gaood leuvisii ii :iil at
fut tire. The intthodl. have changed: astrology and the goodl outcome. 'We are all familiar with ,ilttiomni aa inl wluieh
readiing aof sheep entrails are somewhat out of fashion to- careful management atid extensive jphaiii~iip. Ilaroiluued
day. but p~redic~tionis (if the future still abound. Much poor results, while a disorganizecd onud biadly i1ailaingvad
current scientific effort goes into forecasting future eco- competitor achieved spectacular suecess. A.,ua:'ct vxa-vnea
nimioc andio technological developments;. If these predictions example, place yourself in lthe posit ion air thle counip*ny

are assumned to be completely accurate, the uncertainty in president who has discovered that a valuable :and trtista'l
many sv~.tcns decisions is elimiiiated. The nutceime res4ult- subordinate whose past judgmenit had praivml 1nnfoiliiuglY
ing fromt a postsible course of action may then be presumed nccuratte actually based Ui. devisionA iiu pon lthe advii'e af*Ir
to lbe kniown. Decision making becomes an optimization gypsy fortunie teller. 'Would you lirunaiote this mian Or:

proublem, anid techniques such as mathematical program- tire hint? The answer, oif course. is tao fire him aiid hiire lit-n
niing may be used to Obtain ai solution. Such pmhlem~s gpspy ats a ('onsuiltuint. The availability\ of mirbh a vhtii-
may ho quite difficult to solve, but this diffietulty should voyanit to provide perfect infarirmtiion waiuld maike dec4i-

sion theoryv uniieccssary. Butl we shouiid not aotinfue lit-e

Matiauuweriptreceived Mnv8, 1968. An earlier vers'ionu of thisa paper two). DePcision theory is not at subs~titte fairl the( fillitn
~ reue tthe 'EEE "'yaten,,a Sdeuace and (Cybernetfra Cona- teller. It is rather at procedure thatt takes :arvaiuunt aif all

fereuic, W.-higon D., Octbe 17 96 hareacwsup vial nomation to give it% the bes N-1 p..ihli liigia':a
,,Ortd s'i p Or b d th7e rdatC petive Fellowship Program ofavibl ni
the Naout ellae 1ointo at .taufr Uiieaytaraford,
Calif. nin fr nvmt,1

The autihor i.. with the Syuaenvt Mcellowu Arma, Stanford ttesearrh For further disetimaititt of thi,4 po)int, -ec fienar~a~i iil ~awl~ Wetill

hia~tiuauue, Menlo Park, CEl2f .9 4 2 5nd Meckling 1141.
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(loeieioII. It will -miniimize the emnsequeiiets of ettsi'g fil
unfavorable outcome, bt. we cannot expec-t our theory to

POSSIBLE OUTCOMES !uhicid us from all "bad luck." The best protection we have
IT Is YOUR IT It NOT YOUR aanti a ucm sago eiinDECISION ANSFYIRSANY ANN"IVERSIARY aantabi ucm sago eiin

ALTERNATIVES Decision theory may bc regarded as a formalization of
common sense. Mathematics provides an unambiguoux

language in which a decision problem may be represented.
gUY FLOWERS There are two dimensions to this representation, that will

presently be described: value, by means of utility theory,
and information, by means of probability theory. In this

WIFE SUSPICIOUS
DOMESTIC BLISS AND representation, the large and coimplex problem's of systems

___________ YOU'RE OUT 14,00 analysis become conceptually equivalent to simple prob-
lems in our daily life that we solve by "cominon sense."
We will use such a problem as an example.

00 NOT You are driving home from work in the evening when
BUY FOWER 'you suddenly recall that your wedding anniversary comet;

about this tlime of year. In fact, it seems quite probable
WIFE IN TEARS. STTSQO(but. not certain) that it is todayv. You can still stop by the

OOGHU~E TATU OUOflorist shop and buy ,I dozen roses for your wife, or you
ma11y go homec empty-handed arnd hope -the annive rsary

Fig. I. Anniversary problem payo~ff matrix,. daele omewhere in tile future (Fig, 1). If you buy the
roses and it is your anniversary*N', your wife is pleased at
what a thought ful husbhand you are and your household is
the very epitome (of domestic bliss. But if it i6 not. your
anniversary, you are pixorer by the price of the roses find
y'our wife miay wonder whether you are trying to make
aflidI~s for n~ipe traIIsgressioO she doesŽ not know about. If

ANNIVERSARY VyoI do ntic biy the ro.ýes, Nyou will be in the clear if it is not
your auiersary; but if it is, youi may expect, at temper

DOMESTIC BLISS tantrum fro~m your wife and a two-we'ek sentenee tol thedog-
house. Who t do yo Il do?

We shall develop theý general tootls for so~lving devision

poblems nI5d tien return to this simple example. The
redrmighlt consider how hie would s-olve this problem by

BUY FLOWERS NOT "conlimmi sv*nvr' and theni coilmre his reasoning with the
ANNIVERSARY formal so)llt ionf which we shiall devehlop latter (Fig. 2).

$600 LOSS AND 'iIIF MAI[ITINKRY OF D)ECISION MAKING
SUSPICIOUS WIFE

f Iiiity Th~eory

~ ~.The first stage in s~etting up a structure for decision
ANNIVERSARY making is to assign numerical values to the possible out-

DO NOT A7 fClimes. This task falls within the area covered by the
BUY FLOWERS / i71Q1mdern theory (if utility. There are at number of ways (If

developing the subject,; the path we shall follow is that Eof

DOGHOUSE Luee and Raiffa [161.2
The first and perhaps the biggest assumption to be

madell is that ,%i 'v twol possiblle outcomes remilting from a
DECISON PINT ecisioIn (-ant he compared. ( ;i%,ci any two possiblc out-

fxRSLUINO NOT e~d' cnies, III prize,;, you ('aii say which you prefer. In some
UNCERTAINTY ANIVRSRYcses you. might say that they were. equally desNirable or

ufndesi rable, and therefore Y'ou are indifferent. For ex-
aimple, you might prefer a week's vacation in Florida to at
seasIn01 tieket to the syrnjphoty. The point is tnot that the'

STATUS QUO vacation (costs more than the symphony' tickets, but rather
Fig. 2. Dhigrani of anniversary decision.

IThe elassi'a referetive on1 oiodern III jilit\' theory is von Netimain
anid Mrginimistrti 1411, A rce'etit. stirvey ot tlio liieratIure oil litility

- - - theory has breii inotle by Fishbitrii [51,
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that yiiI pr(efer thie vacation. If you were offerted t lie vaea- -.
tion or the symphonty tickets on a nonnegotiable basis,
you would choose the vacation.

A reasonable extension of the existence of your prefer- / REGION I. -P

cnre innong outcomes is that, the preference be transitive; PRIZE A

if you prefer A to B and B to C, then it follows that you P AEWON, .,

prefer A to C.3  RES I

The second assumption, originated by von NeumannI ,,nd Morgcnstern 1221, forms the core of modern utility
theory: you can assign preferences in the same manner to- _
lotteries involving prizes as you can to the prizes them-

selves. Let us define what we mean by a lottery. Imagine a Fig. 3. A lottcry.
pointer that spins in the center of a circle divided into
two regions, as shown in Fig. 3. If you spin the pointer and A

it lands in region I. you get prize A; if it lands in region
11, you get prize B. We shall assume that the pointer is
spun in such a way that when it stops, it is equally likely
to be pointing in any given direction. The fraction of the
circumference of the circle in region I will be denoted P, 8

* and that in region II as 1 - P. Then from the assumption
that all directions are equally likely, the probabi'ity that
the lottery gives you prize A is P, and the probability that
you get prize B is 1 - P. We shall denote such a l')ttery as 6.h
(P,A;l - P,B) and represent it by Fig. 4. PRIZE PRIZE

Now suppose you are asked to state your preferences for IT PRIZE

prize A, prize B, and a lottery of the above type. Let us R

assume that you prefer prize A to prize B. Then it would
seem natural for you to prefer prize A to the lottery, A A

(P,A;l - P,B), between prize A and prize B, and to _ (-•"• *
prefer this lottery between prize A and prize B to prize B .z m• .<.. B

for all probabilities P between 0 and 1. You would rather
have the preferred prize A than the lottery, and you would c
rather have the lottery than the inferior prize B. Further- COMPOUND LOrTERY EOUIVALENT SIMPLE LOTTERY
more. it seems natural that, given a choice between two
lotteries involving prizes A and B, you would choose the Fig. 5. "No fun in gambling."

lottery with the higher probability of getting the preferred
prize A, i.e., you prefer lottery (P,A;l - P,B) to (P',A; different prizes and perhaps a different division of the
1 - P',B) if and only if P is greater than P'. circle (Fig. 5). If you spin the second pointer you will

The final assumptions for a theory of utility are not receive prize B or prize C. depending on where this polinter

quite so natural and have been the subject of much die- lands. The assumption is that subdividing region II into

cussion. Nonetheless, they seem to be the most reasonable two parts whose proportions correspond to the proba-
basis for logical decision making. The third assumption is bilities P' and I - P' of the second lottery creates an

that there is no intrinsic reward in lotteries, that is, "no equivalent simple lottery in which all of the prizes are

fun in gambling." Let us consider a compound lottery, outcomes. According to this third assumption, you can

a lottery in which at least one of the prizes is not an out- decompose a compound lottery by multiplying the proba-

come but another lottery among outcomes. For example, bility of the lottery prize in the first lottery by the proba-

consider the lottery (P,A;1 - P,(P',B;1 - P',C)). If the bilities of the individual prizes in the second lottery; you

pointer of Fig. 3 lands in region I, you get prize A; if it should be indifferent between (P,A;1 - P,(P',B;I - P,
lands in region II, you receive another lottery that has C)) and (P,A;P' - PP',B;I - P - P' + PP',C). Inother words, your preferences are not affected by the way

in which the uncertainty is resolved-bit, by bit, or all at
'Supplse not: you would be st least as happy with Ca with A. once. There is no value in the lottery itself; it does not

Then if a little man in a shabby overcoat came up and offered yOu matter whether you spin the pointer once or twice.
C instead of A, you would presumably accept. Now you have C;
and since you prefer B to C, you would presumably pay a sum of Fourth, we make a continuity assumption. Consider
moiey to get B instead. Once you had B, you prefer A; so you would three prizes, A, B, and C. You prefer A to C, and C to B
psY the man in the shabby overcoat some more money toilet A.
nut now you are back where you started, with A, and the little man (and, as we have pointed out, you will therefore prefer A
in the shabby overoat walks away counting your money. Given that to B). We shall assert that there must exist some proba-
you accept a standard of value such as money, transitivity prevents bility Pso that you are indifferent to receiving prize C or
you from becoming a "money pump."
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the lottery (11,A;l - P,B) between A and B. C is called 3) (1',A;l - I,(P',B;l P',C)) (P,A;P' - PP',R;
the certain equivalent of the lot~tery (P,A;I - P,B), I - P - P~' + 111",C), i.e., there is "no fun in gambling."
and on tite strength (if our "no fun inl gatmblinig" asslimp- 4) If A > C > B, there exists a P with 0 < P < I so that

* lion, we assume that interchanging C aid the lottery
(I,4 -PB) as prizes in eome compound lottery does C (,~ B

not change your evaluation of the latter lot ter'. We have i.e., it makes no difference to the decision maker whetherC
not assumed that, given a lottery (P,A;l - P,B), therc or the lottery (P,A;1 - P,R) is offered to him a,; a priae.
exists a Prize C intermediate in value betweet, A and B so Under these assumptions, there is a concise mathe-
that y ou are indifferent between C aind (l',.4 . - J),f). inatical representation possible for preferences: a utility
Instead we have assumed the existence of the prohability function u( ) that assigns a number to each lottery or
P'. Given prize A preferred to prize C preferred to p~rize B, prize. This titility function has the following properties:
for soine P' between 0 and 1, there exists :a lotter * (P,:1;

-1P,1?) suchb that you are indifferent betweeni this lottery 4(.4I > u(1?) if and only if A > It (1)
and Prize C. Let uts regard the (ircle inl Fig. 3 its :I pe
to be cut into two piec'es, region I (obtain prize A) :tiid if( (.t l-P)
region 11 (obtain prize B). The a~ssuimp~tion is that the then u(C) =P-u(A) + (1 - P) -u(BA (2)

''Pe" crili bevdivieds tha oter yor aternieiotl it'l11 C. h ite. thetutilit% oif at lot tery is the mat hemat ical expectat ion
whetherye n rceie te lttey oriii('rneij~iQ P iW(~ ff the utility' of thle pirizes. It is this "expected value"

Is this conit inuit y assunmptin i reasonable? Take ti( thtmae a utlt fno usful because it
following ext renlie case:pr eryta iks tltyuiio .e.allows vomnplivated lotteries to he evaluated quite easily.

.1 = receive $I; It i-; important to realize that all the uitility futiction does
B? = dheath; is; provide aI means oif consistently de-cribing the decision

C= receive nothing (status quo). inaker's prefe-onies through a scale oif real numbers-.

ollsy mntinedassumnptionls 1) through 4). The utilityi
fretoCadCispreferred toB u ste 11nl I Imr hna mpatis to logieal deductioii

gaiing$IRecllthat risk deathilforPth- 'ili beity n-hie'ed on given preferences. The preferences come first and
the robalilly P~~i he m ti lie uitility finct ion is oinly a convenient means oif describ-

trarly los to0 o 1.Obvousl. w w(1111 1ol ngae il in thm. e itIIcoplyceptuilto cn almostalosanit
dahBtsupse y P = 04 e iepoa ort of llrin-:ý or outcomes, front battlefield casualtiis- or
biit odetasopsdo 1isnt01hil1-0.Teaheeptiil-actopfrnv4 for Wheaties or

latr sewvdrhIu tha sthmnsth rbi*1%(f ofili uswouM ToaAtvA Al 2t::zdr ritics nwsare 'nivtti wtha the previot
Maelessnmbgms rfree. and be willing to.

stuk(I ieha )-a nmeteor inl t lie t'tn,rn' of * in itals

tipI~i-k pa~ bil hatsomoneha.drppe 4a Pordlor Iini mnN ionct itwal sitt tin I 4n however, outcomes are tii
s ltepMst of us would inot hesitate top pick tipl hl1 bill. irlenw (if dollars and ecents. What does thle titility concept

Evilthis extremne case where death is a lprizt', we cliiil- inal herv Fo an example. let its suppose you were
W- iansumaizeti he israsonable. wehae ad into~ ofed lie following !ottery: a 'oini will be flipped, and if

ilu mnolo iig a ri zei th.\.otiiia W ii y ' O~ d lt l gtlue 's tilie o uit c inie co rrecQ(tl ' you gain 5100 . If y o ii

.1. B. ('.are - rizes or outetinies reulting frtom a deiln gues,,s incorrectly you get nothing. We shall assume you
feel that the coin has aii eqlual probability of coming till)

Notation: heads or taik: it corresponds to the "lottery" which we
> mens is pefered o;"have definied in terni-t of a pointer with P =1/2. How

meansis pefered t;" muchi would you pay for such a lottery? A conmmon answer
.>Itmeans A is preferred toi B; to this academic qucs.-tiont is "up to $50," the average or

nimeais "is indifferent to;" expectedl value oif the outcomes. When real money is in-
11means the decision maker is inlidifl(vent hit'. vovd however. the same people tend to bid considerably

tween A and B. lower, the average bid is about. $20.' A grotip of Stanford

UiiyAxiornz: Uniiver,,ity grad~uate st udenits was actually confronted with

aI $100 pile of bill. and a 19W1 silver quarter to flip. The
1)Preferecues can be established bet weeii prize.; aniid average of the sealed bids for this game was slightly tinder

in anunamiano st fahin ThsVe~tii~ e$0 and( Omld 4 out of 46 ventured to bid as high as $40.
triaisitive, i.e., ('re high bidder, at $415.61, lost and the proceeds were

A > B, B > C implies A > c, tsed for' a clas~s party.) These results are quite typical;
A -5B, B -C implies A -~c.in fact. professiotial engineers and managers are, if any-

2) If A > B, then (P,A;I - P,B) > (P'.A;1 P',B) if 4 Hw.ed oin untpubllished datta obtained by Piof. It. A. Howard of
and only if P > F'. Stuiif'rd Uniiversity, Stanford, Calif
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thing, more conservative in their bids than the les I 0" r.
affluent students.

The lesson to be learned here is that, by and large, most
people seem to be averse to risk in gambles involving what
is to them substantial loss. They are willing to equate the 07 -
value of a lottery to a sure payoff or certain equivalent
substantially less th' n the expected value of the outcomes.
Similarly, most of us are willing to pay more than the
expected loss to get out of an unfavorable lottery. This • 05o
fact forms the basis of the insurance industry.

If you are very wealthy and you are confronted with a
small lottery, you might well be indifferent to the risk. 025

tAn unfavorable outcome would not deplete your resources,
and you might reason that you will make up your losses in
future lotteries; the "law of averages" will come to your
rescue. You then evaluate the lottery at the expected value 0I I
of the prizes. For example, the (1/2, $0; 1/2, $100) lottery 0 20 40 60 80 0oo

would be worth 1 12(40) + 1/2(4100) = $50 to you. Your MoiZY- oo,,

utility function is then a straight line, and we may you are Fig. 6. Utility curve for moiiey: $4) to $1i00.

an "expected value" decision maker. For lotteries involv-

ing small prizes, most individuals and corporations are Even without such a monetary representatioi, w, 41:11
Sexpected value decision makers. We might regard this as a always construct a utility function oi a finite set of oot-conseqluenice to the fact that tiny arbitrary utility cutrve comes by using the expected value properly (2). Letq u-4

for money looks like a straight line if we look at a small choose two outcomes, one of which is preferred to tIhe

enough section of it. Only when the prizes are substantial other. If we set the utilities arbitrarily at 1 for the lprferred
in relation to our resources does the curvature become outcome and 0 for the other, we can use the expected value
evident. Then an unfavorable outcome really hurts. For property (2) of the utility function to determine the
these lotteries most of us become quite risk avcr.', and utility of the other prizes. This procedure will always work
expected value decision making does not ace.uratcly reflect so long as our preferences obey the axioms, but it may be
our true preferences. unwieldy in practice because we are asking the de.iki'-:,

Let us now describe one way you might construct your maker to assess simultaneously his values in the absence of

own utility curve for money, say. in the amounts of $0 to uncertainty and his preference among risks. The valhw of
$100. in addition to your prestii assets. The utility funi.- some outcome is accessible only by reference to a lotltry I
tion is arbitrary as to choice of zero point and of scale involving the two "reference" outcoines. For exa'mphl.
factor; changing these factors does not lead to a change in the reference outcomes in the anniversary probulel might
the evaluation of lotteries using properties (1) and (2). be "domestic bliss" = 1 and "doghouse-" = 0, We iltdd
Therefore, we can take the utility of $0 as 0 and the utility then determine the utility of "status quo" as 0.91 since t le
of $100 as 1. Now determine the mini:nuna amount you husband is indifferent between the outcome "status quo"

would accept in place of the lottery of flipping a coiur to and a lotted, m which the chances are 0 to I ofl"donrty it
determine whether you receive SO or $100. Let us say your bliss" as opposed to the "doghouse." Similarly, we might

mn,;wer is $27. Now determine the certain equivalent of discover that a utility of 0.667 should be assigned to ",,i,-
the lotteries (V 2. S0; 1/2, $27), and (1,/2, $27; 1 '2. $100), picious wife and $6Swasted on roses,"sinceour friend i- indif-
aod so forth. We wight arrive at a curve like that shown ferent between this eventuality and a lottery in whirlh t1h
in Fig. 6. probabilities are 0.333 of "doghouse" and 0.607 of "do-

We have simply used the expected value property (2) to mestic bliss." Of course, to be consistent with the axini'.,
constru't a utility curve. This same curve, however, our friend must be indifferent between "suspicious wife.
allows uis to us(' the same expected utility theorem to etc.," and a 0.73 probability of "status quo" and a 0.27
evaluate new lotteries; for example, (1/2, $30; 1/2 $80). probability of "doghouse." If the example includel
From Fig. 6, u($30) = 0.54, u($80) = 0.91, and therefore additional outcomes as well, he might find it quite difficult
1/2 u(S30) + 1/2 u($80) = u(x) -- x = $49. If you are to express his preferences among the lotteries in a manner
going to be consistent with the preferences you expressed consistent with the axioms. It may be advisable to proceed
in developing the utility curve, you will be indifferent in two stages; first, a numerical determination of value in ai
between 849 and this lottery. Moreover, this amount risk-free situation, and then an adjustment to this swal'

"rould have been determined from your utility curve by a to include preference toward risk.
subordinate or perhaps a computer program. You could Equivalent to our first, assumption, the existence of
send your agent to make decisions on lotteries by using transitive preferences, is the existence of some .. ah oif

your utility curve. and he would make them to reflect yomr value by which outcomes may be ranked; A is prcferred to
preference for amounts in the range $0 to $100. B if and only if A is higher in value than A. The toimteri.al

33



NORTHu INT: O 15 5N ¶ hTO eiSiON riiRon¥V

structure we give to this value is not important since a morning or it will rain this afternoon," should have the
monotomic transformation to a new scale preserves the same value as "It will rain today."
ranking of outcomes that corresponds to the original These assumptions are equivalent to the assertion
preferences. No matter what scale of value we use, we can that there is a function P that gives values between 0 and I
construct a utility function on it by using the expected to events ("the statement is true" is an event) and that
value property (2), so long as our four assumptions hold. We obeys the following probability axioms.'
may as well use a standard of value that is reasonably Let E and F be events or outcomes that could resust
intuitive, and in most situations money is a convenient from a decision:
standard of economic value. We can then find a monetary
equivalent for each outcome by determining the point at 1) P(E) > 0 for any event E,"
which the decision maker is indifferent between receiving 2) P(E) = 1, if E is certain to occur;
the outcome and receiving (or paying out) this amount of 3) P(E or F) - P(E) + P(F) if E and F ate mutually
money. In addition to conceptual simplicity, this pro- exclusive events (i.e., only one of them can occur).
cedure makes it easy to evaluate new outcomes by pro- E or F means the event that either E or F oeer. We
viding an intuitive scale of values. Such i scale will be- are in luck. Our axioms are identical to the axioms that
come n;ecessary later on if we are to consider the value of form the modern basis of the theory of probability. Thus

resolving uncertainty, we may use the whole machinery of probability theory for
We will return to the anniversary decibs.... and demon- inductive reasoning.

strate how this two-step value determination procedure Where do we obtain the values P(E) that we will
may be applied. But first let us describe how we shall a.sign to the uncertainty of the event ,? We get them fromS quantify uncertainty.u f tour own minds. They reflect our best judgment on the

* The hnductive Use of Probability Theory basis of all the information that is presently available to us.
The use of pr'obability theory as a tool of inductive reason-

We now wish to leave the problem of the evaluation of ing goes back to the beginnings of probability theory.
outcomes resulting from a decision and turn our attention In Napoleon's time, Laplace wrote the following as a part
to a means of encoding the information we have as to of his introduction to A Philosophical Essay on Proba-i which outcome is likely to occur. Let us look at the limiting tilijies ([11,], p. 1) -case where a decision results in a certain outcome. We

hmight represe-it all outcome, or an event, whu h is certain Strictly speaking it may even be )id that nearly all our

to occur by I, and an event which cannot occur by' 0. knowledge is problematical; and in the small numbers of
A certain event, together with another certain event, is things whih we are able to know with certainty, even in

the mathematical sciences themselves, the principal meansfor ascertaining truth-induction and analogy-are them-
impossible event, is certain not to occur. Most engineers selves based on probabilities.
would recognize the aforementioned as simple Boolean

equations: 1.1 = 1, 1.0 = 0. Boolean algebra allows us Unfortunately, in the years following Laplace, his writ-
to make complex calculations with statements that may ings were misinterpreted and fell into disfavor. A definition
take on only the logical values "true" and "false." The of probability based on frequency came into vogue, and the
whole field of digital computers is, of course, based on this pendulum is only now beginning to siing back. A great
branch of mathematics. many modern probabilists look on the probability assigned

Btra. how do we handle the logical "maybe?" Taker the A\to an event ais the limiting fraction of the number of times
statement, "It will rain this afterio|,n." We 3ainot now iln• event, occurred in a large number of independent
assign this statement a logical value of true or false, but repeated trials. We shall not enter into a discussion of the
we certainly have some feelings on the mnater, and we general merits of this viewpoint on, probability theory.
may even have to make a decision based' on the truth of Suffice it to may that the situation is a rare one in which
the statement, such as whether to go to the beach. Ideally, you can observe a great many independent identical trials
we wuhld like to generalize the inductive logic (if Booleani in order to assign a probability. In fact, in decision theory
algebra to include uncertainty. We would like to be able to we are often interested in events that will occur just once.
assign to a statement or an event a value that is a measure For us, a probability assessment is made on the basis of a
of its uncertainty. This value would lie in the range from 0 state of mind; it is not a property of physical objec.ts to
to 1. A value of I indicates that the statement is trie or be measured like length, weight, or temperature. When we
that the event is certain to occur; a value of 0 indicates assign the probability of 0.5 to a coin coming up heads, or
that the statement is false or that the event cannot occur. equal probabilities to all possible orientations of a pointer,
We might add two obvious assumptions, We want the we may be reasoning on the basis of the symmetry of the
value assignments to be unambiguous, and we want the
value assignments to be independent of any assumptions I Axiomo 1) and 2) are obviows, and 3) remults from the anumption
that have not been explicitly introduced. In particular. the of invariance to the form of data presentation (the lsWt sentence in
value of the statement should depend on its content, not the preceding paragraph). Formal ddvelipmenta may be found inCox 131, Jayne, 1121, or Jeffreys 1131. A joint axiomatugation of bothon the way it. is presented. For example. "It will rain this prohabilitq and utility theory has been developed by Savage 1201.
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physical object. There is no reason to suppose that one value, or the average of the random variable over its
side of the coin will be favored over the other. But the probability distribution, is
physical symmetry of the coin does not lead immediately
to a probability assignment of 0.5 for Lzads. For example, @IS) Cx(.z (4)
consider a coin that is placed on a drum head. The drum Jz
head is struck, and the coin bounces into the air. Will it
land heads up half of the time? We might expect that the One special state of in'ormation will be used over and

probability of heads would depend on which side of the over again, so we shall need a special name for it. This is

coin was up initially, how hard the drum was hit, and so the information that we now possess on the basis of our

forth. The probability of heads is not a physical parameter prior knowledge and experience, before we have done any

of the coin; we have to specify the flipping system as well. special experimenting or sampling to reduce our uncer-

But if we knew exactly how the coin were to be flipped, we tainty. The probability distribution that we assign to

could calculate from the laws of mechanics whether it values of an uncertain quantity on the basis of this prior

would land heads or tails. Probability enters as a means of state of information (denoted 8) will be referred to as the

describing our feelings about the likelihood of heads when "prior distribution" or simply the "prior."
our knowledge of the flipping system is not exact. We must Now let us consider a problem. Most of us take as

conclude that the probability assignment depends on our axiomatic the assignment of 0.5 to the probability of heads

present state of knowledge, on the flip of a coin. Suppose we flip thumbtacks. If the

The most important consequence of this assertion is that thumbtack lands with the head up and point down, we

probabilities are subject to change as our information shall denote the outcome of the .lip as "heads." If it lands

improves. In fact, it even makes sense to talk about with the head down and the point up, we shall denote the

probabilities of probabilities. A few years.ago we might outcome as "tails." The question which we must answer

have assigned the value 0.5 to the probability that the is, "What is p, the probability of heads in flipping a

surface of the moon is covered by a thick layer of dust. thumbtack?" We will assume that both thumbtack and
At the time, we might have said, "We are 90 percent means of flipping are sufficiently standardized so that we

certain that our probability assignment after the first may expect that all flips are independent and have the
successful Surveyor probe will be less than 0.01 or greater same probability for coming up heads. (Formally, the
than 0.99. We expect that our uncertainty about the com- flips are Beraulli trials.) Then the long-run fraction of
position of the moon's surface will be largely resolved." heads may be expected to approach p, a well-defined

Let us conclude our discussion of probability theory number that at the moment we do not know.

with an example that will introduce the means by i hich Let us assign a probability distribution to this uncertain
probability distributions are modified to include new in- parameter p. We are all familiar with thumbtacks; we have
formation: Bayes' rule. We shall also introduce a useful no doubt dropped a few on the floor. Perhaps we have some i

notation. We have stressel that all if our probability experience with spilled carpet tacks, or coin flipping, or
assignments are going to reflect a state of information in the physics of falling bodies that we believe is relevant.

the mind of the decision maker, and our notation shall We wrnt to encode all of this prior information into the

"indicate this state of information explicitly. form of a probability distribution on p.
Let A be an event, and let x be a quantity about which This task is accomplished by using the cumulative dis-

we are uncertain; e.g., x is a random variable. The values tribution function, fp < pole), the probability that the

that x may assume may be discrete (i.e., heads or tails) parameter p will be less than or equal to some specific
or continuous (i.e, the time an electronic component will value of the parameter po. It may be convenient to1 u.V
run before it fails). We shall denote by tAISj the proba- the complementary cumulative
bility assigned to the event A on the basis of a state of
information S, and by JxJSJ the probability that the IP > p0ole 1 - IP -< poIC3
random variable assumes the value x, i.e., the probability and ask questions such as, "What is the probability tha•t p
mass function for a discrete random variable or the proba- is greater than Po = 0.5?"
bility density function for a continuous random variable, To make the situation easier to visualize, let us introduce
given a state of information S. If there is confusion be- Sam, the neighborhood bookie. We shall suppose that we
tween the random variable and its value, we shall write are forced to do business with Sam. For some value po
X =- x0}S), where x denotes the random variable and x0  between 0 and 1, Sam offers us two packages:

the value. We shall assume the random variable takes on Package 1: If measurement of the long run fraction of
some value, so the probabilities must sum to 1: heads p shows that the quantity is less than or equal to p.,

f then Sam pays us $1. If p > po, then we pay Sam $1.
.(3) Package 2: We divide a circle into two regions (as shown

in Fig. 3). Region I is defined by a fraction P of the eircum-
f is a generalized summation operator representing ference of the circle, and the remainder of the circle con-
summation over all discrete values or integration over all stitutes region II. Now a pointer is spun in such a way
continuous values of the random variable. The expected that when it stops, it is equally likely to be pointing in any
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given direction. If the pointer stops in region 1, Sam pays 1
its 51; if it hands in region 11, we pay Sam $1. F61'VALUES OBTA:NEO THROUGH

Sam lets us choose the fraction P in Package 2, but then SMSiTROAiN~
* he chooses which package we are to receive. Depending on

the value of po, these packages n~ay be more or less a* trae-
tive to us, but it is the relative rather than thc absolute 20o 05
vahu'e of the two packages that is o~f interest. If we set P0
to be large, we might expcc-e, that. Sam will choose package
1, whereas if P is small enoigh, Sam will certainly choose FRACTION 09 WEADS

packaige 2. Sam wishes (just as we do) to have the package 5P
with the higher probability of winning $1. (Recall this is 0
our second utility axiom.) We shall assume Sam has the 0 05h
same in~formnation about thumbtacks that we do, so his P
probability assignments %, dl be the same as ours. The Fig. 7. (2iainklative distribution funiction f'ir thum~tbtack Nippinig.

*avssuniil(ottinutility axiom 4)J isthattgiven p,. we can iniid a
P such that Packages 1 and 2 rep~resent equivalent, lot-
teries, ,o P = lp •5 po:Jj.1 The approach is similar to the
well-known method of dividing an extra dessert between
two small )oys: let one divide and the other choo~se. The

j. first is motivated to make the division as even as possible 0 -

so that he will be indifferent as to which half lie receives.

reason that since nails always fall on the side (hieads), and a _______z______

thumbtack is intermediate between a coin and at nail 0 0OS1
heads is the more likely orienitation; but we are not too IARAVtE(T r' LONG-RUN FRA:11?O1H iIEQUS fo TH;'WS TACK

sure; we have seen a lot of thumbtacks come up tails. Fig. 8. Prior probahbi.ty density function.
After some thought, we decide that we arc indifferent about.
which package we get if the fraction P is 0.3t, so 4, i: . stelrdco h rbbltyw sint h
o.ri&I = 0.,30. ie., eanonhe ra outcoe time the probabiityw sitgn we woul

Sam takes other valuies besides 0.5, skipping around ina exeiina ucm ie;tepoaiiyw ol

random fashion. i.e., 0.3, 0.9, 0.1, 0.45. 0.8, 0.6. et,. TIhe assign to the vvlue- of p after we knew the experimiental
curve Ifhat results from the interrogation might loo1k like tintcome E in addition to our prior information; or
that shown in Fig. 7. By his method of randomly skipping $pEMCJ = JEip.&J Jp(6)
around, Sam has eliminated ainy bias in our Irue feclingll e., the lprioiic of the probability of that experimental
that resulted from an unconscious desire ti, give answers uiuteonie, if we. knew that p were the probability of getting
consistent with previous points. in thib Sam~i,.df has headts time., our pricr probabiity assessmezit that p aetia-
helped uts to establish our prior distribution on the param- ally takes. on that value.
eter p. We may derive at probability dfansity function by "-'e assutned that probabilitie.- were unambiguous, so
taking the derivative of the cumulative (distribution fut~c- we equate these two expre:.sionR. Providing JE191;- 0,
tion (Fig. 8): [i)=(d/dpo) lp <5 poE i e., the experimental outrome is not impossible, we obtain

Now supposing we are allowed to flip the thumbtack the posterioir (after the experiment) probability distrihut-
20 times aiid we obtain 5 heads and 1.5 tails. Hfos do we tion on p
take account of this new data in assigning a proba- F pC
bility distribution based on the new state of information, .--''& = .~p& p& (7)
which we denote as &, E.- our pricr experience & plus E, the (pJ El6j
20-flip expe.riment? We will use one of the oldest (1763) Ti xrsini h elkonBys ue
results of probability theory, JBayes' rule. Consider the Th )is e tpes "Pionpistherwell-knonbabiiyes rulte. otcm
prior probubility that p will take on a specific value and E.It doe)s othde"prend ont r pr obaiitto thues outormelzn
the 20-flip experimer,* E will have a certain specific otit- f.actor dortes postdependon probaiity dsrb utiomes a I normalizin
come (for example, p = 0.43; E - .5 headts. 15 tails). Now fco o h otro rbblt itiuin ~,Ii
we can w.'ite this joint probability in two ways: the probability of the outcome I6 if we knew the value p

for the p~robahility' of heads. This probability is a function
*fp,EjrEt = JpIECI1 fE~rJ (5 i p, usually referred to as the "likelihood function." We

notice since p must take on some value, the expectation of
the likelihood fuitation over the values oif p gives the pre-

IWe have equated the Subjective probability that itummnarised our posterior probability of the experimental outcome:
inuformaiioii about thumitniacks to the mnore intuitive notion of
probability baaed on symmetry (in Package 2). Such o two-utep
approach to probability theory has been discussed theoretita~y by I EI&) f I(8)9 Ip&J
Anscomnbe and Aumann ill. JI.HiI
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Sing his anniversary: the odds are 4 to I that it is not his

02 - anniversary. Now let us look at the two lottcries that
F I represent his decision alternatives. If he buys the flowers,

he has a 0.2 probability of "domestic bliss" and an 0.8
-1- -,probability of "suspicious wife." The expected utility of

Ijthe lotter) is 0.2(1.0) + 0.8(0.667) - 0.734 = u(35)0).I On the other hand, if he does not nuy the flowers, he has an
,, 0.8 chance of "status quo" and a 0.2 chance of "doghouse."

. .The expected utility of this alternative is 0.8(0.91) +
Fig. tL likelilit,'i function for 5 heads in 20 teli. Ii 0 0.2(0) = 0.728 = -,"9). The first alternative has a

ý.g slightly higher value te him so he should buy the flowers.
On the basis of his values, his risk preference, and his

. " judgment about the uncertainty, buying the flowers is his

40 - best alternative. If he were an expected value decision

~30 mkr the first lottery would be worth 0.2)($100) +
1 $3 0.8442) =3.60 and the second 0.2(0) + 0.8(t%)

20 o $64. In this case he should not buy the flowers.
,o- The foregoing example is, of course, very trivial, but

0 0 conceptually any decision problem is exactly the same.
expect:ER i There is only one additional feature that we may typically
expect: in general, decision problems may involvea

Fig1. Poterior probability density iunction, sequence of decisions. First, a decision is made and then an
uncertain outcome is observed; after which another de-

For the speeifi| east, we are treating, the likelihood time- cision is made, and an outcome observed, etc. For example,
tion is the familiar result. from elementary probability the decision to develop a new product mi:'- go as follows.
theory for r stwces.cs in n Bernoulli trials when tile A decision is made as to whether or not a product should
probability of a success is p: he developed. If the decision is affilrmative, an uncertain

research ana development cost will be incurred. At this
1 p),-,- point, adecision is made as to whether to go into produc-

.!(n 0r)! tion. The production cost is uncertain. After the produc-

This function is graphed for r = 5 heads in n '0 trials in tion cost is known, a sale price is set. Finally, the uncertain
Fig. 9. Miltiplying it by the prior ipJ&J (Fig. 8) and sales volume determines the profit or loss on the product.
normalizing by dihiding by JEJ&} gives us the posterior We can handle this problem in the same way as the 4

distribution Ip;E.&, (Fig. 10). in this way, Bayes' rule anniversary problem: asign values to the final outcomes,
gives us a general means of revising our probability asses,• and probabilities to the various uncertain outcomes that i
meats to take account of new information.' will result from the adoption of a decision alternative.

We can represent the problem as a decision tree (Fig. 11),
SOIXTIOX oF DEcisioN PIROBLEM.o and the solution is conceptually easy. Start at the final

Now that we have the proper tools, utility theory and outcome, sales volume (the ends of the tree). Go in to thit
probability theory, we return to the anniversary de•ision first decision, the sales price (the last to be made chrono-
"problem. We ask the husband, our decision maker, to !ogically). Compute the utility of the decision alternatives,
assign monetary values to the four possible outc,,mes. and choose the one with the highest value. This value
He does so as follows: becomes the utility of the chance outcome leading to that

decision (e.g., production cost). The corresponding
Domestic bliss (flowers + anniversary): $100 certain equivalent in dollars reflects the expected utility
Doghouse (no flowers, anniversary): $ 0 of reaching that point in the tree. In this fashion, we work
Status quo (no flowers, no anniversary): S 80 backwards to the start zf" the tree, finding the best decision
Suspicious wife (flowers, no anniversary): S 42. aternatives and their values at each step.

(For example, he is indifferent between "status quo" and Many decision problems encountered in actual practice
"doghouse" provided in the latter case he receives M) ar extremely complex, and a decision tree approach may
His preference for risk is reflected by the utility funetion of not always be appropriate. If all quantities concerned in
Fig. 6, and he decides that a probability assevsment of 0.2 the problem were considered uncertain (with prior dis-
sums up his uncertainty about the pomilility of today be- tributions), the problem might be computationally in-"d " tractable. It is often advisable to solve the model de-

For certain sampling proceses having speciaIl Satitical proper- terininisti'ally as a first approximation. We approyimate
ties, maumtion of a poor probability distribution from aporticular all uncertain quantities with a single best estimate and
family of functions Icads to a simple form for Bayes' rule. An ex- then examine the decision; i.e., if research and develop-
tensive development of this idea of "conjugate d"istrihttionr" has
been accompl"'hed by R1aiffa and Schlaifer 1191. ment. costs, production costs, and sales volume t(ok the
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How will the secretary's informatinn change his ausas-meat of the probability that today is his anniversary?
0 INTOI

550 xnm 4 If she says, "No, it is not your anniversary," he •iay be

COST ' ssure that it is not; but if she says "Yes, it is," she could be
PRaODUCT F"F joking. We can compute the new aissessent of the probe.-

bility from Bayes' rule. This new probability is equal to the
ROP- LOSS probability 0.2 that she says yes and it really is his anni-

PRODUCT versary, divided by his prior estimate, 0.2 + 0.5 X 0.8
DE • •vo0.6, that she will say yes regardless of the date of his

•= PRODUCT

anniversary. Hence the probability assignment reviaed to
< DoECS.Oe4 POINTS include the secrctary's yes answer is 0.333.

- uNCERTAIN OUTCOMES- What is the value of this new alternative to our friend?
"CHANCE POINTS' If his secretary says no (probability 0.4), he may return

hlome empty-banded and be assured of "status quo." On
Fig. I1. Product development decision tree. the other hand, if she says yes (probability 0.6), he will

buy the flowers. In either ease, he has incurred a cost of
valtis we consider most likely, would it then be advisable $10 which must be subtracted from the values of the out-
to develop the product? This deterministic phase will comes. Calling the secretary then has a utility of
usually give us some i.might into the decision. Moreover, 0.4 u(S70) + 0 10.333 u(S9) + 0.667 u(632)]
we can perform a sensitivity analysis by varying quantities
that we believe are uncertain to determine how they - 0.344 + 0.416 - 0.760 - u($53.50).

ect the decision. The decision may be quite insensitive Since this value of $53.50 exceeds the value of $50 for his
to some quantities, and these quantities may be treated as previous best alternative (buy flowers), our friend should
certain (uncertainty is neglected if it appears not to call his secretary. If the husband were an expected v&lue
Saffct the decision). On the othe;' hand, if a variation tha L, decision maker, the alternative of calling the secretary
lies within the range of uncertainty of a factor causes a would have a value of
major shift in the decision (i.e., from "develop the prod-
uct" to "do not develop the product"), we shall certainly 0.4 ($70) + 0.6 [0.333 ($90) + 0.667 ($32)] = $58.80
wish to encode our feelings about the uncertainty of that which is less than the value of $64 for the "do tot buy
quantity by a prior distribution.' flowers" alternative; in this case our friend should not call

his se-retary. It is evident that in this example preference
THE VALUE Or RESOLVING UN.ERTAINTIES toward risk is very important in detecmining the decision

There is a class of alternatives usually available to the maker's best course of action.
decision maker that we have not yet mentioned: activities In the complex decision problems normally encoun"red
that allow him to gather more information to diminish the it' practivc, there are usually several alternative options
uncertainties before he makes the decision. We have al. available for diminishing the uncertainty associated with
ready seen how new information may be incorporated into the unknown factors. In theory, the expected gain for each
probability assessments through Bayes' rule and we noted type of sampling could be computed and compared with
that we can assign a probability distribution to the results thz cost of sampling a~s we have just done in the simple
of the information gathering by means of the pre-posterior aniiversary example. But these calculations can be quite
probability distribution. Typical information-gathering involved as a rule, and there may be a great many alterna-
activities might include market surveys, pilot studies, tive ways of gathering information. Often the relevant
prototype construction, test marketina. c- consulting with questions are, first, "Should we sample at all?" and then,
experts. These activities invariably cost the dceision maker "What kind of sampling is best for us?"
time and resources; he must pay a price for resolving It is often useful to look at, the limiting case of complete
uncertainty, resolution of uncertainty, which we call perfect informs-

Let us return to the husband with the anniversary tion. We can imagine that a gypsy fortune teller who
problem. Suppose he has the option of calling hi3 secretary. always makes correct predictions is, in fact, available to us.
If it is his anniversary, his secretary will certainly tell ! n. The value of perfect information is the amount that we are
But if it is not, she may decide to play a trick and tell him willing to pay her to tell us exactly what the uncertain
that today is his anniversary. He assigns probability 0.5 to quantity will turn out to be. Note that her answer nmay be
such practical joking. In any event, the secretary will of little value to us-we may be planning to take the best
spread the word around the office and our friend will get decision alternative already. On the other hand, her perfect
some good natured heckling, which he views as having a information bay be quite valuable; it may allow us to
value of minus $10. avoid an unfavorable outcome. We are going to have to pay

her before we hear her information; our payment will
'The derision analysis procedure has been described in detail by reflect what we expect the information to be on the basis

Howard [81. of our prior probability assessment.
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DECISION ANALYSIS: APPLIED DECISION THEORY

Analyse des Ddcsions: Thdorie Appliqule
des Ddcsions

RONALD A. HOWARD

Institute in Engineering-Economic Systems
Stanford University, California

United States of America

1. INTRODUCTION

Decision theory in the modern sense has existed for more than a decade. Most
of the effort among the present developers of the theory has been devoted to I
Bayesian analysis of problems formerly treated by classical statistics. Many
practical mrnagcment decision problems, however, can be handled by formal
structures that are far from novel theoretically. The world of top management
decision making is not often structured by simple Bernoulli, Poisson, or normal
models.

Indeed, Bayes's thcorem itself may not be so important. A statistician for
a major company wrote a report in which he commented that for all the talk
about the Bayesian revolution he did not know of a single application in the
company in which Bayes's thcorem was actually used. The observation was
probably quite correct-but what it shows by implication is that the most sig-
nificant part of the revolution is not Bayes's thcorcm or conjugate distributions
but rather the concept of probability as a state of mind, a 200-year-old concept.
Thus the real promise of decision theory lies in its ability to provide a broad
logical basis for decision making in the face of uncertainty rather than in any
specific models.

The purpose of this article is to outline a formal procedure for the analysis
of decision problems, a procedure that I call "decision analysis." We shall also
discuss several of the practical problems that arise when we attempt to apply

the decision analysis formalism.

2. DECISION ANALYSIS

To describe decision analysis it is first necessary to define a decision. A decision
is an irrevocable allocation of resources, irrevocable in the sense that it is im-
possible or extremely costly to change back to the situation that existed before
making the decision. Thus for our purposes a decision is not a mental commit-
ment to follow a course of action but rather the actual pursuit of that course of
action. This definition often serves to identify the real decision maker within a
loosely structured organization. Finding the exact nature of the decision to be
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made, however, and who will make it, remains one of the fundamental problems
of the decision analyst.

Having defined a decision, let us clarify the concept by dra%%ing a necessary
distinction between a good decision and a good outcome. A good decision is a
logical dccision-.one based on the uncertainties, values, and r:references of the
decision maker. A good outcome is one that is profitable or otherwise highly
valued. In short, a good outcome is one that we wish would happen. Hopefully,
by making good decisions in all the situations that face us we shall ensure as
high a percentage as possible of good outcomes. We may be disappointed to
find that a good decision has produced a bad outcome or dismayed to learn
that someone who has made what we consider to be a bad decision has enjoyed
Za good outcome. Yet, pending the invention of the true clairvoyant, we find no
better alternative in the pursuit of good outcomes than to make good decisions.

Decision analysis is a logical procedure for the balancing of the factors that
influence a decision. The procedure incorporates uncertainties, values, and
preferences in a basic structure that models the decision. Typically, it includes
technical, marketing, competitive, and environmental factors. The essence of•<" ~the procedure is the constiuction of a structural model of the decision in a .

form suitable for computation and manipulation; the realization of this model
is often a set of computer programis.

2.1. The Decision Analysis Procedure

Table I lists the three phases of a decsion analysis that are worth distinction:
the deterministic, probabilistic, and post-.:nortem phases.

TABLE 1

The Decision Analysis Procedure

1. Deterministic phase
1. Define the decision
2. Identify the alternatives
3. Assign values to outcomes
4. Select state variables
4. Establish relationship et state variables
6. Specify time preference

Analysis: (a) Determine dominance to eliminate altesnatives
(b) Measure sensitivity to identify crAucial state variables

II. Probabilistic phase
1. Encode uncertainty on crucial state variables

Analysis: Develop profit lottery
2. Encode risk preference

Analysis: Select best alternative

Ill. Post-mortem phase
Analysis: (a) Determine value of eliminating uncertainty in crucial state

variables
(b) Develop most economical information-gathering program
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2.1.1. The Deterministic Phase

The first step in the deterministic phase is to answer the question, "What
decision must be made?" Strange as it may seem, many people with what
appear to be decision problems have never asked themselves that question.
We must distinguish between situations in which there is a decision to be made
and situations in which we are simply worried about a bad outcome. If we have
resources to allocate, we have a decision problem, but if we are only hand
wringing about circumstances beyond our control no forma' analysis will help.
The difference is that between selecting a surgeon to operate on a member of
your family and waiting for the result of the operation. We may be in a state of
anguish throughout, but decision analysis can help only with the first question.

The next step is to identify the alternatives that are available, to answer the
question, "What courses of action arc open to us? " Alternative generation is the

most creative part of the decision analysis procedure. Often the introduction
of a new alternative eliminates the need for further formal analysis. Although
the synthesis of new alternatives necessarily does not fall within the province of
the decision analysis procedure, the procedure does evaluate alternatives and
thereby suggests the defects in present alternatives that new alternatives might
remedy. Thus the existence of an analytic procedure is the first step toward

•- synthesis.

We continue the deterministic phase by assigning values to the various
outcomes that might be produced by each alternative. We thus answer the
question, "How are you going to determine which outcomes are good and
which are bad?" In business problems this will typically be a measure of profit.
Military and governmental applications should also consider profit, measured
perhaps with more difficulty, because these decision makers arc also allocating
the economic resources of the nation. Even when we agree on the measure of
profit to be assigned to each outcome, it may be difficult to make the assignment
until the values of a number of variables associated with each outcome are
specified. We call these variables the statc variables of the decision. Their
selection is the next step in the deterministic phs.

A typical problem will have state variables of many kinds: costs of manu-
facture, prices charged by competitors, the failure rate of the product, etc. We
select them by asking the question, "If you had a crystal ball, what numerical
questions would you ask it about the outcome in order, to specify your profit
measure?" At the same time that we select these variables we should assign
both nominal values for them and the range ovcr which they might vary for
future reference.

Next we establish how the state variables are related to each other and to
the measure of performance. We construct, in essence, a profit function that
shows how profit is related to the factors that underlie the decision. The con-
struction of this profit function requires considerable judgment to avoid the twin
difficulties of excessive complexity and unreal simplicity.

If the results of the decision extend over a long time period, it will be neces-

sar,/to have the decision maker specify his time preference for profit. We must
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ulk, "How does profit received in the future compare in value to profit received
today?" or an equivalent question. In cases in which we can assume a perfect
financial environment the present value of future profit at some rate of interest
will be the answer. In many large decision problems, however, the nature of the
undertaking has an effect on the basic financial structure of the enterprise. In
these cases a much more realistic modeling of the time preference for profit
is necessary.

Now that we have completed the steps in the deterministic phase we have a
deterministic model of the decision problem. We next perform two closely
related analyses. We perform them by setting the state variables to their
nominal values and then sweeping each through its range of values, individually
and jointly, as judgment dictates. Throughout this process we observe which
alternative would be best and how much value would be associated with each
alternative. We often observe that regardless of the values the state variables
take on in their ranges one alternative is always superior to another, a condition
we descAibe by saying that the first alternative dominates the second. The
principle of dominance may often permit a major reduction in the number of

alternatives that need be considered.
.As a result of this procedure we have performed a sensitivity analysis on

the state variables. We know how much a 10 percent change in one of the
variables will affect profit, hence the optimum alternative. Similarly, we know
how changes in state variables may interuct to affcct the decision. rhis sensi-
tivity analysis shows us where uncertainty is important. Wc identify those state
variables to which the outcome is sensitive as "crucial" state variables. Deter-
mining how uncertainties in the crucial state variable influence the decision is
the concern of the probabilistic phase of the decision analysis.

2.1.2. Probabilirtic Phase

The probabilistic phase begins by encoding uncertainties on each of the
crucial state variables; that is, gathering priors on them. A subset of the crucial
state variables will usually be independent-for these only a single probability
distribution is necessary. The remainder will have to be treated by collecting
co-ditional as well as marginal distributions. We have more to say on this
process later.

The next step is to find the uncertainty in profit for each alternative implied
by the functional relationship of profit to the crucial state variables and the
probability distribution on those crucial state variables for the alternative.
We call this derived probability distribution of profit the profit lottery of the
alternative. In a few cases the prifit lottery can be derived analytically and in
many by numerical analysis procedures. In any case it may be approximated by
a Monte Carlo simulation. Regardless of the procedure used, the result is a
probability distribution on profit (or perhaps on discounted profit) for each of
the alternatives that remain in the problem.

Now we must consider how to choose between two alternatives with different
profit lotteries. In one case the choice is easy. Suppose that we plot the profit
lottery for each alternative in complementary cumulative form; that is, plot the

414



DECISION ANALYSIS: APPLIED DECISION THEORY
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Figure 1. Stochastic dominance.

probability of profit exceeding x for any given x. Suppose further, as shown
in Figure 1, that the complementary cumulative for alternative A2 always lics
above that for alternative A 1 . This means that for any number x there is a
higher probability of profit exceeding that number with alternative A2 than
with alternative Al. In this case we would prefer alternativc A2 to alternative
Al, provided only that we liked more profit better than less profit. We describe
this situation by saying that the profit from alternative A2 is stochastically
greater than the profit from alternative A, or equivalently by saying that alter-
native As stochastically dominates alternative A1. Stochastic dominance is a
concept that appeals intuitively to management; it applies in a surprising
number of cases.

Alternative AlIU
L j 

Alternative A2

Profit

"A

Alternative A,

~ 1 Alternative A2

Figure 2. Lack of stochastic dominance.
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Figure 2, however, illustrates a case in which stochastic dominance does not
apply. When faced with a situation like this, we must either abandon formal
methods and leave the selection of the best alternative to judgment or delve into
the measurement of risk preference. If we choose to measure risk preference,
we begin the second step of the probabilistic phase. We must construct a
utility function for the decision niaker that will tell us whether or not, for
example, he would prefer a certain 4 million dollars profit to equal chances of
earning zero or 10 million dollars. Although these questions are quite foreign
to management, they are being asked increasingly often with promising results.
Of course, when risk preference is established in the form of a utility function,
the best alternative is the one whose profit lottery has the highest utility.

2.1.3. Port-Mortem Phase

The post-mortem phase of the piocedure is composed entirely of analysis.
This phase begins when the best alternative has been selected as the result of
the probabilistic phase. Here we use the concepts of the clairvoyant lottery to
establish a dollar value of eliminating uncertainty i, each of the state variables
individually and jointly. Being able to show the impact of uncertainties on
profit is one of the most important features of decision analysis. It leads directly
to the next step of the post-mortem, which is finding the most economical
information-gathering program, if, in fact, it would be profitable to gather more
information. The information-gathcring program may be physical research, a
marketing survey, or the hiring of a consultant. Perhaps in no other area of its
operations is an enterprise in such need of substantiating analysis as it is in the
justification of information-gathering programs.

Of course, once the information-gathering scheme, if any, is completed, its
information modifies the probability distributions on the crucial state variables
and consequently affects the decision. Indeed, if the information-gathering
program were not expected to modify the probability distributions on the
crucial state variables it would not be conducted. We then repeat the proba-
bilistic phase by using the new probability distributions to find the profit lotteries
and then enter the post-mortem phase once more to determine whether further
information gathering is worthwhile. Thus the decision analysis is a vital
structure that lets us compare at any time the values of such 21ternatives as
acting, postponing action and buying information, or refusing to consider the
problem further. We must remember that the analysis is always based on
the current state of knowledge. Overnight there can arrive a piece of infor-
mation that changes the nature of the conclusions entirely. Of course, having
captured the basic structure of the problem, we are in an excellent position to
incor; orate any such information.

Finally, as the result of the analysis the decision maker embarks on a course
of action. At this point he may be interested in the behavior of several of the
state variables for planning purposes; for example, having decided to introduce
a new product, he may want to examine the probability distributions for its
sales in future years to make subsidiary decisions on distribution facilities or
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on the size of the sales force. The decision-analysis model readily provides
such planning information.

2.2. The Advantages of Decision Analysis

Decision analysis has many advantages, of which we have described just
a few, such as its comprehensiveness and vitality as a model of the decision and
its ability to place a dollar value on uncertainty. We should point out further
that the procedure is relevant to both one of a kind and repetitive decisions.
Decision analysis offers the cperations research profession the opportunity to
extend its scope beyond its traditional primary concern with repetitively
verifiable operations.

One of the most important advantages of decision analysis lies in the way it
encourages meaningful communication among ti.e members of the enterprise
because it provides a common language in which to discuss decision problems.
Thus engineers and marketing planners with quite different jargons can appreci-
ated one another's contributions to a decision. Both can use the decision-analysis
language to convey their feelings to management quickly and effectively.

A phenomenon that seems to be the result of the decision-analysis language
is the successive structuring of staff groups to provide reports that are useful
in decision-analysis terms. Thus, if the decision problem being analyzed starts
in an engineering group, that group ultimately seeks inputs from marketing,
product plinning, the legal staff, and so on, that are compatible with the proba-
bilistic analysis. Soon these groups begin to think in probabilistic terms and to
emphasize probabilistic thinking in their reports. The process seems irrever-
sible in that.once the staff of an organization becomes comfortable in dealing
with probabilistic phenomena they are never again satisfied with deterministic
or expected value approaches to problems. Thus the existence of decision-
analysis concepts as a language for communication may be its most important
advantage.

2.3. The Hierarchy of Decision Analysis
It is informative to place decision analysis in the hierarchy of techniques

that have been developed to treat decision problems. We see that a decision
analysis requires two supporting activities. One is a lower order activity that we
call alternative evaluation; the second, a higher order activity that we call goal
setting. Performing a decision anal)sis requires evaluating alternatives according
to the goals that have been set for the decision. The practitioners of operations
research are quite experienced in alternative evaluation in both industrial and
military contex's. In fact, in spite of the lip service paid to objective functions,
only rare operations researchers have had .thc scope necessary to consider the
goal-setting prob!ems. 4

All mankind seems inexpert at goal ..tting, although it is the most important
problem we face. Perhaps the role of decision analysis is to allow the discussion
of decisions to be carried on at a level that shows the explicit need for goals orcriteria for selection of the best alternative. We need to make goals explicit only j
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if the decision maker is going to delegate the making of the decision or if he is
unsure of his ability to be consistent in selecting the best alternative. We shall
not comment on whether there is a trend toward more or less delegation of
decision making. However, it is becoming clear to those with decision-making
responsibilities that the increasing complexity of the operations under their
control requires correspondingly more formal approaches to the problem of
organizing the inforwation that bears on a decision if inconsistent decisions are
to be avoided.

The history of the analysis of the procurement of military weapons systems
points this out. Recent years have shown the progression of procurement
thinking from effectiveness to cost effectiveness. In this respect the military
authorities have been able to catch up in their dccision-making apparatus to
what industry had been doing in its simpler problems for years. Other agencies
of government are now in the process of making the same transition. Now all
must move on to the inclusion of uncertainty, to the establishment of goals that
are reflected in risk and time preferences.

These developments are now on the horizon and in some cases in sight;
for example, although we have tended to think of the utility theory as an
academic pursuit, one of our major companies was recently faced with the

Squestion, "Is 10 million dollars cf profit sufficient to incur one chance in I mil-
lion of losing I billion dollars?" Although the loss is staggering, it is realistic
"for the company concerned. Should such a large company be risk-indifferent
and make decisions on an expected value basis? Are stockholders responsible
for diversifying their risk externally to the company or should the company be
risk-averting on their behalf? For the first time the company faced these ques-
tions in a formal way rather than deciding 1he particular question on its own
merits and this we must regard as a step forward.

Decision analysis has had its critics, of course. One said, "In the final
analysis, aren't decisions politically based?" The best answer to that came from
a high official in the executive branch of our government who said, "The better/
the logical basis for a decision, the more difficult it is for extraneous political
factors to hold sway." It may be discouraging in the short run to see logic over
ridden by the tactical situation, but one must expect to lose battles to wii
the war. /it

Another criticism is, "If this is such a good idea, why haven't I heardo/it
before?" One very practical reason is that the operations we conduct in 'the
course of a decision analysis would be expensive to carry out without 9sing
computers. To this extent decision analysis is a product of our technology.
There are other answer,, however. One is that the ideA of probability as a state
of mind and not of thit.gs is only now regaining its proper place in the world of
thought. The opposing heresy lay heavy on the race for the better part of a
century. We should note tha: most of the operations research performed in
World War II required mathematical and probabilistic concepts that were
readily available to Napoleon. One wonders about how the introduction of
formal methods for decision making at that time might have affected the
course of history.
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3. THE PRINCIPLES OF THE DECISION ANALYST

Next we turn to the principles of the decision analyst, the professional who
embarks on preparing a decision analysis. His first principle is to identify and
isolate the components of the decision-the uncertainty, risk aversion, time
preference, and problem structure. Often arguments over which is the best
decision arise because the participants do not realize that they are arguing on
different grounds. Thus it is possible for A to think that a certain alternative is
riskier than it is in B's opinion, either because A assigns different probabilities
to the outcomes than B but both arc equally risk-averting, or because A and B
assign the same probabilities to the outcomes but differ in their risk aversion.
If we are to make progress in resolving the argument, we must identify the
nature of the difficulty and bring it into the open. Similar clarifications may be
made in the areas of time preference or in the measurement of the value of
outcomes.

One aid in reducing the probltim to its fundamental components is restricting
the vocabulary that can be used in discussing the problem. Thus we carry on
the discussion in termsof events, random varwables, probabilities, density functions,
expectations, outcomes, and alternatives. We do not allow fuzzy thinking about
the nature of these terms. Thus "The density function of the probability"

and "The confidence in the probability estimate" must be nipped in the bud.
We speak of "assigning," not "estimating," the probabilities of events and think
of this assignment as based on our "state of information." These conventions
eliminate statements like the one recently made on a TV panel of doctors who
were discussing the right of a patient to participate in decision making on his
treatment. One doctor asserted that the patient should be told of "some kind
of a chance of a likelihood of a bad result." I am sure that the doctor was a
victim of the pressures of the program and would agree with us that telling
the patient the probability the doctor would assign to a bad result would be
preferable.

One principle that is vital to the decision analyst is professional detachment
in selecting alternatives. The analyst must not become involved in the heated
political controver~ics that often surround decisions except to reduce them to a
common basis. He must demonstrate his willingness to change the recommended
alternative in the face of new information if he is to earn the respect of all con-
cerned. This professional detachment may, in fact, be the analyst's single most
valuable characteristic. Logic is often severely strained when we are personally
involved.

The detachment of the analyst has another positive benefit. As an observer
he may be able to suggest alternatives that may have escaped those who are
intimately involved %ith the problem. He may suggest delaying action, buying
insurance, or performing a test, depending on the nature of the decision. Of
course, the comprehensive knowledge of the properties of the existing alternatives
that the decision analyst must gain is a major aid in formulating new alternatives.

Since it is a rare decision that does not imply other present and future
decisions, the decision analyst must establish a scope for the analysis that is
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broad enough to provide meaningful ansuers but not broad enough to impose
impractical cOmpL.ational requirements. Perhaps the fundamental question in
establishing scope is how much to spend on decision analysis. Because the
approach could be applied both to selccting a meal from a restaurant menu and

r to allocating the federal budget, the analyst needs some guidelines to determine
when the analysis is worthwhile.

The question of how much decision analysis is an economic problem sus-
ccptible to a simpler decision analysis, but rather than pursue that road let us

r pose an arbitrary and reasonable but indefensible rule of thumb: spend at least
1 percent of the resources to be allocated on the question of how they should be
allocated. Thus, if we were going to buy a 2000-dollar automobile, the rule
indicates a 20-dollar analysis, whereas for a 20,000-dollar house it would specify
a 200-dollar analysis. A 1-million-dollar decision would justify 10,000 dollars'
worth of analysis or, let us say, about three man-months. The initial reaction to
this guideline has been that it is conservative in the sense of not spending much
on analysis; yet, when we apply it to many decisions now made by busincss and
government, the reaction is that the actual expenditures on analysis are only
one-tenth or one-hundredth as large as the rule would prescribe. Of course,
we can all construct situations in which a much smaller or larger expenditure
than given by the rule would be appropriate, and each organization can set its
own rule, perhaps making the amount spent on analysis nonlinear in the re-sources to be alloczted. Nevertheless, the I percent figure has served wvell to•

illustrate where decision analysis can be expected to have the highest payoff.
The professional nature of the decision analyst becomes apparent when he

balances realism in the various parts of the decision-analysis model. Here he
can be guided only by what used to be called engineering judgment. One
principle he should follow is to avoid sophistication in any part of the problem
when that sophistication would not affect the result. We can describe this
informally by saying that he should strive for a constant "wince" level as he
surveys all parts of the analysis. One indication that he has achieved this state
is that he would be torn among many possibilities for improvement if we
allowed him to dcote more time and resources to the decision model.

4. THE ENCODING OF SUBJECTIVE INFORMATION

One unique feature of decision analysis is the encoding of subjective infor-
mation, both in the form of risk aversion and in the assignment of probabilities.

4.1. Risk Aversion and Time Preference
Since we are dealing in most cases with enterprises rather than individuals,

the appropriate risk aversion and time preference should be that of the enter-
prise. The problem of establishing such norms is beyond our present scope.
It is easy, however, to demonstrate to managers, or to anyone else for that,
matter, that the phenomenon of risk aversion exists and that it varies widely
from individua' to individual. One question useful in doing this is, "How much
would you have to be paid to call a coin, double or nothing, for next year's

50



-7-M

DECISION ANALI KiS: APPLIED DECZSICIN THEORYsalary?" Regardless of the t!sary level of the individuals involved, this is a

provocative question. We point out that only a rare individual would play such
a game for a payment of zero and that virtually e,'eryonc would play for a
payment equa! to next year's salary, since then there would be nothing to lose.
Thereafter we are merely haggling over the price. Payments in the r-nnge of
60 percent to 99 percent nf next year's salary seem to satisfy the vast majority
of professional individu•.'s.

The steps required to go from a realization of personal tisk aversion and time
preference to corporate counterparts and finally to a reward system for managtrs
that will encourage them to make decisions consistent with corporate risk
aversion and time preference remain a fascinating area of research.

4.2, Facoding of Uncertainty
When we begin the Vrobabilistic phase of the decision analysis, we face the

problem of encoding the uncertainty in each of the crucial state variables.
We shall want to have the prior probability distributions assigned by the people
within *he enterprise who are most knowledgeable about each state variable.
Thus the priors on engineering vatiables will typically be assigned by the
engineering department; on marketing variables, by the marketing department,

and to on. However, -ince we are in each case attempting to encode a probability
distribution that reflects a state of mind and since most individuals have real
difficulty in thinking about uncertainty, the method we use to extract the priors
is extremely important. As people participate in the prior-gathering process,
their attitudes arc indicated successively by, " This is ridiculous," "It can't be
done," "I have told you what you want to know but it doesn't mean anything,"
"Yes, it seems to reflect the way I feel," and "Why doesn't everybody do this?"
In gathering the information we must be carftud to overcome the defenses the
individual develops as a result of being asked for ,t.timatcs that are often a }
combination of targets, wishful thinking, and cxpeciatious. The biggest diffi-
culty is in conveying to the man that you are interested in his bti.te of knowledge
and not in measuring him or setting a goal for him.

If the subject has some experience with probability, he often attempts to
make all his priors look like normal distributions, a characteristic we may
desiginate as "bellshaped" thinking. Although normal distributions are appro-
priate priors in some circumstances, we must avoid making them a foregone
conclusion.

Experience has shown certain proccdu,'es to be effective in this almost
psychoanalytic process of prior measu, .- cnt. The first procedure is to make I
the measurement in a private interview to eliminate proup pressure and to over-

come the vague notions that most people exhibit r.bout matters probabilistic.
Sending around "-rms on which the subjetts ire supposed to draw their priors
has been worse than useless, unless the subjects were already experienced in
decision, analysis.

Next we ask qucstions.' of the form, "What are the chances that x will exceed
10," because peopha seem much more comnortable in assigning probabilities to
events than they are in sketching a density function. As these questions are
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asked, we skip around, asking the probability that x will be "greater than 50,
less than 10, greater than 30," often asking the same question again later in the
"interview. The replies arc recoided out of the view of the subject in order to
frustrate any attempt at forced consistency on his part. As the interview pro-
ceeds, the subject often considers the questions with greater and greater care,
"so that his answers tow.ird the end of the interview may represent his feelings
much better than his initial answers. We can change the form of the questions byasking the subject to divide the domain of the random variab:,: into i mutually
exclusive regions with equal probability. (Of course, we would never put the

question to him that way.) We can use the answers to all these questions to
draw the complementary cumulative distributiun for the vaaiable, a form of
representation that scems easiest to convey to people without formal prob-
abilistic training.

The result of this inteuliew is a prior that the subject is willing to live with,
regardless of whethcrkcarcgoing to use it to govern a lotteryon dho 'uyscoffee
or on the dispcsal of his life savings. We can test it by comparing the prior with
known probabilistic mechanisms; for example, if he says that a is the median
of the distribution of x, then he should be indifferent about whether we pay him
one hundred dollars if x exceeds a or if he can call the toss of a coin correctly.
If he is not indifferent, then we must require him to change a until he is. The
end result of such questions is to producea prior that the subject is not temptcdto
change in any way, and %%c have thus achieved our final goal. Thc prior-gathering
process is not cheap, but we perform it only on the crucial state variables.

In cases in "hich the interview procedure is not appropriate, the analyst
can often obtain a satisfactory prior by drawing one himself and then letting the
subject change it until the subject is satisfied. This technique may also be useful
as an educational device in preparation for the interview.

If two or more variables arc dependent, we must gather priors on conditional
as well as marginal distributions. The procedure is generally the same but
romewhat more involved. However, we have the benefit of being able to apply
some checks on our results. Thus, if we have two dependent variables x and y,
vse can obtain the joint distribution by measuring the prior on x and the con-
ditional on y, given x, or, alternatively, by measuring the prior onyand the con-
ditional on x, given y. If ixc follow both routes, we have a consistency check on
the joint distribution. Since the treating of joint variables is a source of expense,
we should formulate the problem to avoid them whenever possible,

To illustrate the nature of prior gathering we present the example shown
in Figure 3. The decision in a major problem was thought to depend primarily
on the average lifetime of a new material. Since the material had never blen
made and test 1rsults would not be available until three years after the decision
ý.as required, it vas necessary to encode the knowledge the ;ompany now had
ceccrring the life of the material. This knowledge resided in three professional
metallurgists who were exper:s it, that field of technology. These men were
iamterviewcd xeparately accerding to the principles we hve de.cribed. They

produced the points labt:ld "Subjects 1, 2, and 3" in Figure 3. Tbitse results
have several interrAtin? featuet,. We note, for examp!e, that fo- t 17 Subject
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Figure 3. Priors on lifetime of material.

2 ssgned probability 0.2 and 0.25 at various points in the interview. On the

whoic, how'eVer, the subjects were remarkably consistent in thcir assignments.
We observe that Subject 3 was more pessimistic than Subject I.

At the conclusion of thc three interviews thc threc subjects wcre brought
together and show'n the rcsults. At this point a vigorous discussion took place.
Subjects I and 3, in particu~lar brought forth information of which the other two
maembers of the group were una~s are. As thc rcsulh of this information exchange,
the three group members drew the consensus cur• e--each subject said that this
curve represented the state of information about the material life at the end of the
meeting.,

Jt has bccn suggested that the proper way to reconcile r•ivergent priors is
to assign weigh~ts to each, multiply, and add, but this experiment is convincing
evidencee that ar~y such mechanistic procedurc misses the point. Diveagent
priors arc an excellent indicator of ctivergent states of informatiorn. The ex-
perience just described not only produced the company's present encoding of
uncertainty about the lifetime of the material but at .e same time encouraged
t2e as:eghange of information within thc group.

5. A DECiIiON-ANALYSIS EXAMPLE
To illustrate the flavor of application let us consider a recent decision analysis
in the area of product introduction..Although the problem we really from
anotSher industr3, let us suppose that it was concerned fwith the developmet
and productios of a new type of aircraft. There were thso major alternatives:
to develop and sell a new aircraft (An) or to continue manupcturing and einling
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Figure 4. Decision analysis for new ,roduct introductidn.

the present product (AI). The decision was to be based on the present value of
future expected profits a^ a discounting rate of 10 percent per year. Initially,
the decision was supposed to rest on the lifetime of the material for which we
obtained the priors in Figure 3; however, a complete decision analysis was
desired. Since several hundred million dollars in present value of prort were at
stake, the decision analysis was well justified.

The general scheine of the analysis appears in Figure 4. The first step was
to construct a model of the business, a model that was primarily a model of t0.
market. The profit associated with each alternative wae described in terms of
the price of the product, its operating capital costs, the behavior of its competi-
tors, and the national charactristics of customers. The actual profit and dis-
counted profit were computed over a 22-year time period. A suspik.on grew
that this model did not adequately capture the regional nature of demand.
Consequently a new model was constructed that included the market charac-
taristics, region by region and customer by customer. Moving to the more
detailed basis affected the predictions so much that the additional refinement
was clearly justified. Other attempts at refinement, however, did not affect the
results sufficiently to justify a still more refined model. Now, the sensitivity
analysis was performed to determine the crucial state variables, which turned
out to be the operating cost, capital cost, and a few market parameters. Because
of the complexity of the original business model, an approximate business model
essentially quadratic in form was constructed to show how profit depended on
these crucial state variables in the domain of interest. The coeflicients of the
approximate business model were ttablished by runs on the complete business
model.

The market priors were directly assigned with little trouble. Hlowever,
becaust the operating and capital costs were the two most imnDortant variablrs
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in the problem, these priors were assigned according to a more detailed pro-
cedure. First, the operating cost was related to various physical features of the
design by the engineering department. This relationship was called the oper-
ating-cost function. One of the many input physical variables was the average
lifetime of the material whose priors appear in Figure 3. All but two of the

L 12 physical input variables were independent. The priors on the whole set of
input variables were gathered and used with the operating-cost function in a

t Monte Carlo simulation that produced a prior for the operating cost of the
product.

The capital-cost function was again developed by engineering but was
much simpler in form. The input certainties were the production costs for
various parts of the product. Again, a Monte Carlo analysis produced a prior
on capital cost..

Once we had established priors on all inputs to the approximate business
model, we could determine the profit lottery for each alternative, in this case

t by using numerical analysis.
The present-value profit lotteries for the two alternatives looked very

much like those shown in Figure 1. The new product alternative A2 sto-
chast'zally dominated the alternative Al of continuing to manufacture the present
product. The result showed two interesting facets of the problem. First, it
had been expected that the profit lottery for the new product alternative would
be considerably broader than it waa for the old product. The image was that of
a profitable and risky new venture compared with a less profitable but less risky
standard venture. In fact, the results showed that the uncertainties in profit
were about the same for both alternatives, thus shnwing how initial concepts
may be misleading.

The second interesting facet was that the average lifetimc of the material
whose priors appear in Figure 3 was actually of little consequence in the d--
"cision. It was true enough that profits were critically dependent on this lifetime
if the design were fixed, but if the design were left flexible to accommodate to
different average material lifetimes profits would be little affected. Furthermore,
leaving the design flexible was not an expensive alternative; therefore another
initial conception had to be modified.

However, the problem did not yield so easily. Figure 5 shows the present
value of profits through each number of years t for each alternative. Note that
if we ignore returns beyond year 7 the new product has a higher present value
but that if we conside:r returns over the entire 22-year period the relationship
reverses, as we have al".ady noted. When management saw these results, they
were considerably disturbed. The division in question had been under heavy
pressure to show a profit in the near future-alternative A2 would not mc,.t that
requirement. Thus the question of time preference that had been quickly
passed off as one of present vaiL- at 10 percent per year became the ccntr 1l issue
in the decision. The question was whether the division was interested in the
quick kill or the loag pull. At last report the division was still trying to o invince
the company to Lxtcnd its profit horizon.

This problem clearly illustrates the use 6f decision analysis in clarifying the
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Figure 5. Expected present value of profit.

issues surrounding a decision. A decision that might have been made on the
basis of a material lifetime was shown to depend more fundamentally on the
question of time preference for profit. The nine man-months of effort devoted
to this analysis ucre considered well spent by the company. The review con-
mittee for the decision commented, "We have newvr had such a realistic analysis
of a new business venture before." The company is now interested in insti-
tuting decision-analysis procedures at several organizational levels.
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DECISION AN4ALYSIS: APPLIED DECISION THEORY

6. CONCLUSION

Decision analysis offers operations research a second chance at top manage-
ment. By foregoing statistical reproducibility we can begin to analyze the
one-of-a-kind problems that managers hame previously had to handle without
assistance. Experience indicates that the higher up the chain of management
we progress the more readily the concepts we have outlined are accepted. A
typical reaction is, " I havc been doing this all along, but now I see how to reduce
my ideas to numbers."

Decision analysis is no more than a procedure for applying logic. The
ultimate limitation to its applicability lies not in its ability to cope with problcms
but in man's desire to be logical.

ANALYSE DES DECISIONS: THEORIE
APPLIQUEE DES DECISIONS

R eproduced fromc

RISUM9

Au cours de ces derni~rcs anncees, li thc'oric dc d&isinn a dti de plus ell plus
accept~e en tant quc cadre conceptuel pour la prise de ddcision. Cepcndant,
cettc thdorie a surtout affcWt Ics statisticiciis plut6t quc Ics personnes qui en
ont le plus besoin: Ics responsables dc d&-isions. Ccttc itudc deci it un procid&
qui pernmct de replacer des problimes dc d~cision r~cs dans la structure de Is
thdoric de ddcision. L~e procMdd d'anal~sc de d~cision englobe cliaque itape,
du mesurage des choix de risqucs et des jugements portant sur des facteurs
critiqucs par 1'itablissemnent de structures des factcurs relatifs a la technique,
au marchi, I la rivalit6 commorciale et Ai l'cnvironneincnt, jusqlt'au mesurage
des prifirences subjectives et dc la valcur dc Ia prediction. L'analyse de dicision
met en perspective Ics nombrcux instruments de simulation, d'analyse nu-
ýmirique, et de transformations dc probabilits qui devicnnent de plus en plus
conia~ndcs depuis Ie divcloppoment des syst~mes d'ordinateurs ilectroniques
dont les diffdrentes " stations " d~pendent d'une " centrale " unique.

Le procWd est appliqu6 I un prohlmc de dicision riclle qui s'itcnd sur des
dizaines d'ann~s et dont 12 valcur actuelle est dc plusicurs centaines dc millions
de dollars. Cette itude analyse Ic probl~me de Ia ditcrmination des dipenses
consscri~s i Pi'nalyse de d~cisions. L'unc des plus importantcs proprieths
de cc procddi5 tient au nombre des bdnificcs auxiliaires crids au cours de I'labor-
ation de cc genre d'itude. L'expirience montre que ces btgn~ficcs peuvant

exc~der en valcur le coOt des dipenses; consacrdcs a 1'61aboration dc la ddcision.
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Decision Analysis Practice: Examples and Insights

J. E. Matheson

Introduction

Decision analysis is a discipline that merges the logical foundations

of statistical decision theory with the capabilities of modeling and

solving complex problems developed in the fields of systems analysis and

1,2operations research. Statistical decision theory forms both a logical

structure for describing the uncertainties, values, and preferences that

are relevant to a decision and a set of mathematical techniques for

treating problems in which uncertainty is a factor. The fields of systems

analysis and operations research provide the methodology for applying

abstract models to complex, real-world situations. Together these

foundations yield the new discipline of decision analysis. Using the

desision to be made as the focal point of the analysis, the analyst

tailors his modeling and information gathering efforts to the specific

decision. In this paper I will describe the professional practice of

decision analysis and will present several applications of it that are

familiar to me.

Bounding the Decision Problem

In approaching a problem, the decision analyst's first responsibility

is to define clearly the decision to be made. Since most, if not all,

decision problems are subordinate to some higher-level system, it is

vitally important to bound the decision problem; that is, to establish

who has the responsibility for making the decision, to determine what

resources are to be allocated, and to set out which values and preferences

are to be delegated explicitly by the higher-level system and which ones

are to be specified by the decision-maker. For example, if the decision

calls for allocating funds for new capital investments, the analyst might
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decide to use interest rates derived from a higher-level financial

system and to use present worth of profits as the measure of value.

However, if the decision calls for securing financing, considering the

characteristics of each method of financing might well be within the

bounds of the problem. Many times a problem is "difficult" because of

the way in which the boundaries of the problem have been specified. In

many cases, the analyst can transcend such difficulties by changing the

specification cf th; bounds.

Establishing the Extensiveness of the Analysis

The extent of the analysis that should be applied to any decision

problem depends on the value of the resources that are at stake and the

likelihood that the analysis will improve the outcome of the action taken

through the selection of a "better" decision. In fact, establishing the

3economic value of the analysis is a decision analysis in itself. However,

generally the amount of resources being allocated to the analysis is too

small to justify such formal treatment.

In practice, an attempt is usually made to carry out a simplified

analysis of the entire decision problem. Techniques such as sensitivity

analysis and determination of the value of perfect (and sometimes

imperfect) information indicate where the model should be refined and

the kind of new information that should be gathered. In many cases, the

analysis effort goes through three stages. The first is the pilot stage,

in which the conceptual structure of the analysis is created and tested,

while many of the detailed features of the problem are suppressed.

During the next stage, the prototype stage, a more detailed analysis is

carried out in an attempt to capture all of the relevant features of the
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problem. This stage is likely to involve the development of large

computer models. The final stage is the production analysis, in which

all aspects of the problem are critically reviewed and a decision is

recommended. The decision may, of course, be a decision to gather more

information and incorporate it into the analysis before making the final

decision.

Relationship Between the Analyst and His Client

The decision analyst usually serves a decision-maker or a decision-

making body that I will call the client. The decision analyst is expert

only in his discipline, while tbe client holds the resources, and knows

the information, the values, and the preference that form the decision

problem. If the analyst is to conduct an unbiased analysis, he must be

careful to encode only his client's information and avoid biasing his

analysis by inserting his own opinions.

To allow the analyst to maintain this division, the client must clearly

designate who will be responsible for supplying various kinds of infor-

mation, values, and preferences. In complex problems, much of the infor-

mation is encoded in the structure of the model itself. Building and

verifying the decision analysis model requires an interaction between

the analyst and client that is perhaps the most difficult and

challenging part of the task.

Examples

In the rest of this paper, I will present three examples of appli- j
cations for purposes of illustrating the practice of decision analysis.

The first is a `typical application" to a new product development decision.

The second is the result of decision analysis research on space program
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planning. The last is a large-scale application to planning for an

electrical power system.

New Product ,evelopment

A major manufacturing research company had developed two compounds

for a particular market. Compound A was developed and tested to the

L point where it was well beyond the research stage and one alternative

was to develop it into the final product. Another alternative was to

develop compound B, which was still in the research stage, but was

thought to be more potent than compound A. A third alternative was to

abandon the whole effort.

It was thought that the development of the new product would be

lengthy and expensive and that the potential market was very uncertain.

Since this was a new marketing area for the client, he engaged an

outside expert to carry out a market survey for use as one of the

informational inputs to the decision analysis.

The analysis followed quite closely the decision analysis cycle

displayed in Figure 1. The deterministic phase was begun by laying out

the decision tree shown in Figure 2. The first decision was whether to

develop compound A or compound B (or both) into a final product. This

development determined the production cost of the compound and the con-

centration of it that would be required in the final product. Aft This

determination was complete the choice of whether to market or ab-.,don

the product could be made. There were still uncertainties about the

size and growth rate of the market and the action of competitors. These

additional facets of the problem were represented in the structural model

shown in Figure 3.
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Many of the variables in the problem were subjected to sensitivity

analysis. The most sensitive variable, international market size, produced

changes of 16 million dollars in the present value of profit. Five

variables were selected as aleatory variables-variables whose uncertainty

is encoded in terms of probability distributions--for the probabilistic

phase.

In the probabilistic phase, the simplified decision tree (Figure 2)

was developed into a detailed decision tree, assigning actual ronditional

probabilities to the aleatory variables represented in the structure of

the tree. At the tips of this tree, expected profits were assigned by

a Monte Carlo simulation of the structural model of Figure 3, which

contained the remaining aleatory variables. The decision tree was then

evaluated on an expected value basis. The amount of corrorate resources

to be devoted to this product were small enough so that no significant

risk aversion was desirable.

The result of the probabilistic phase was that the profit lottery

for development of compound B stochastically dominated that of compound

A. However, the profit lottery for the development of compound B, with

the cumulative probability distribution shown in Figure 4, had negative

expected present value, so the best decision was to abandon the effort.

In the informational phase, the expected value of perfect informa-

tion (economic sensitivity) was computed on several important aleatory

variables. The highest economic sensitivity of $1,415,000 was exhibited

by the international market size. The international market size showed

such high economic sensitivity because the new information might reveal

, :ery large international market for the product, making it profitable
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to go ahead with the development uf compound B in light of this new

information. As a result, the client undertook a more extensive analysis

of the international market for his product.

Space Program Planning

The space program planning application was conducted for the purpose

of developing a methodology that would be useful in approaching technically

complex decision problems; the intent was to carry out research on

decision analysis itself. Although a very detailed analysis of the U.S.

program for the unmanned exploration of Mars was conducted, no attempt

•J•s made to recommend specific decisions to the U.S. government. Instead,

a large corporation that was quite familiar with the space effort played

the role of the decision-maker during the analysis.

The problem was to determine the sequence of designs of rockets and

payloads that should be used to pursue the goal of exploring Mars. It was

considered desirable to place vehicles in orbit around Mars as well as to

explore its atmosphere and to land vehicles on the surface of the planet

to collect scientific data.

For purposes of obtaining sufficient information to encode properly

the complex structure and information required to analyze this problem,

a decision analyst resided with the client for a period of about one year.

The client and the decision analyst worked as a team in building the models

and submodels for the analysis.

The work was begun with a pilot phase, in which a simplified version

of the decision problem was constructed. During this phase, four possible

designs were postulated; each design represented increasing levels of

sophistication. Figure 5 shows these designs and their potential
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accomplishments. In the prototype analysis there were 12 possible

vehicle designs plus the alternatives of skipping opportunities on

cancelling the program at any decision point.

Because of the behavior of the orbits of the Earth and Mars, an

opportunity to launch a vehicle toward Mars occurs about once every two

years. Consequently, the decision problem was characterized by a sequential

decision process, where each decision can be contingent upon the entire

project history that precedes the decision point. Because of the lead

time required in constructing a given vehicle, it was necessary to make

each vehicle design decision before the outcome of the previous vehicle's

flight was known. A decision tree was constructed to capture the structure

of this sequential decision process.

In order to create a decision tree of manageable size, the concept

of state variabi2s was introduced. The state variables are a set of

variables that are selected during the modeling process and whose value

at any point in time summarizes all of the past history of the project

relevant to future decision-making. Each node in the decision tree is

characterized by a set of values for each of the state variables. The

probabilities, cost, and values of subsequent branches are assigned

conditionally on the basis of these values. Creativity is required in

the selection of stats variables. If a good approximation to the total

available information is to be obtained, an appropriate set of state

variables must be judiciously selected. A major objective in this

process is to discover where essentially the same point can be reached

via differenc paths through the program. When such a point is reached,

two or more branches in the decision tree coalesce at a single node. The
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node is assigned the common value of those state variables that are

* reached at this point along either path. This property, called coalescence,

greatly reduces the size of the decision tree characterizing the problem.

The sizes of the uncoalesced and coalesced decision trees for both the

pilot and prototype decision trees are presented in Table 1.

The assignment of the probabilities, costs, and value parameters to

the branches of the decision tree was a task that required the incor-

poration of information from additional submodels. For the pilot analysis,

these models were kept quite simple.

In the prototype analysis, the most complex submodel was the

probability model. Essentially, a probability tree was constructed from

ietailed diagrams that showed the functional steps in any flight to Mars.

This tree had on the order of one hundred nodes, and the probabilities

assi-ned to its branches were either obtained directly, from

experimental judgment combined with experimental data, or indirectly from

yet another sublevel of probability models. At each chance node in the

decision tree, the detailed probability model produced the probability

for each possible outcome.

Another unusual model was the value model, that is, the model that

assigned a monetary value to each outcome in the space program. Since

the client was reluctant to assign values directly in monetary terms,

a cardinal scale of benefits was first employed. This scale was

constructed so that the benefit of a perfect project would be one point.

A total monetary value assignment to a perfect pro&ram then determined

the monetary values to be used in the decision tree.
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The benefit scale was determined by constructing a vslue tree. The

value tree is simply a convenient method of breaking the total benefit

of the project into the incremental benefit of each individual outcome.

Figure 6 shows a value tree for the pilot analysis. The value tree was

constructed by dividing the benefit of the entire program (one point)

into major categories, and then into subcategories identified in

increasing detail until no further distinction is desirable. Each tip

of this tree is divided into additional categories. Each additional

category represents an elemental outcome that may be achieved during

the project. For example, in the figure, the number 1.0 beside the

node at the extreme left represents the total benefit of all the objectives

of the program (achieving outcome L1, L2, L3, and L4 of Figure 5). The

upper branch represents all direct scientific benefits of the program

and was assigned 62% of the total value. The succeeding biological

branch was assigned 60% of the scientific benefit, yielding 37% as the

total benefit of the project to biological science. The further sub-

division from this node represents the four increments in outcome level

that are represented in Figure 5. Finally, the terminal node benefits

were added for each level of outcome to give the totals shown in Figure 6.

These totals, when multiplied by the total monetary value assigned to

the program, determined the assignment of values to each outcome branch

in the decision tree. A more detailed value tree was constructed for

the prototype analysis.

In the pilot phase, calculations for the decision tree and the

three submodels were made on a time-sharing computer system. The

programming was carried out primarily by the decision analyst during

the formation of the conceptual structure of the problem in the pilot phase.
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The pilot model provided a good means of communicating the

concepts of the analysis and for making rapid sensitivity calculations.

The pilot analysis could be carried out during meetings and presentations

at which the results of changes in the parameters of the model could be

determined almost instantaneously. In many cases, decision-makers would

supply their values assignments for purposes of determining how the

policy would be changed by them.

Because of the large size of the prototype model, the analysis

programs were implemented in a system of programs called SPAN (Space

Program ANalysis). The SPAN system is outlined in Figure 7.

The large size of the decision tree structure made it impractical

to draw the complete tree by hand. Thus, the tree was generated by a

computer program that utilized structural information describing

characteristics of the decision tree to generate a symbolic description

of the decision tree. This symbolic description was then compiled into

a computer representation more suitable for computation. The generation

and compilation were carried out in Phase 1i.

In Phase 2 the cost, value, and probability model were executed,

and from them, the numerical values ot these parameters were generated

and collated with the symbolic representations produced in Phase 1.

Phase 3 was a computer bookkeeping phase that operates on the

decision model structure and the parameter tables for purpose-;. a'-

changing the information into a more efficient format for ti.e ý- : _!y.s

programs.

Phase 4 executed analysis programs that performed the roll-back

of the decision tree, to determine optimum policies, and the
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determination of the probabilities of the various events in the tree.

It was capable of applying discount factors that represented time

preferences and the exponential utility function that represented risk

preference.

Electrical Power System Planning

The goal of this application was to create a basis for deciding

Swhen and whether to install a nuclear generating plant in Mexico. Because

electrical generating plants have very long lifetimes, the desirability

�-f any installation depends on the characteristics of the future system

expansion. Consequently, each specific installation decision must be

mide within the framework of a policy for overall power system expansion.

In order to carry out this analysis, a project team, which included

ur representatIves from Mexico and four decision analysts, was brought

together for a period of about one year. The role of the Mexican

representatives was to provide technological expertise, to collect

necessary data, and to gather judgments regarding the preferences of

the country of Mexico.

The conceptual framework for this problem is presented in Figure 8.

At the left of the figure are the environmental inputs of the power

system. These divide into four major categories--finance, energy,

technology, and market. The financial model characterizes the trrms

at which capital is available from both domestic and world financial

institutions and markets, as a function of the profitability, debt,

and equity of the power utility. The energy model describes the price

of all potential fuels--such as oil, natural gas, and uranium-as well

as the availability of other energy sources-such as water power--over

77

......



IIUUL

LAI

FE U

z 40

zz

L aw

78



the time period considered in the analysis. Similarly, the technology

model characterizes the availability and prices of various tspes of

generation and transmission equipment. Finally, the demand model describes

the characteristics of electrical demand growth over time, ideally as a

function of the price charged for electrical service.

At the bottom of the figure is the policy stating the conditions

under which the first nuclear plant should be installed. The figure

shows that this policy must be embedded in the general nuclear policy,

which in turn is embedded in system's investment, operating, and pricing

policy.

All of the environmental inputs and the policy alternatives feed

into a model of the electrical system of Mexico. Application of the

model determines the output variables over time. In the lower right

corner of the figure, the outputs that indicate firancial performance

are shown. The amount of electrical consumption, the price of electricity,

and the various costs are all combined to produce the usual book profit.

Since reliability of service is one of the major considerations in

electrical system expansion, the outage cost model is used to determine

a monetary deduction from book profit, which yields system profit.

The social value function in the upper right-hand corner of the

figure was included so that national goals that are outside the normal

purview of the electrical system management could be considered. Its

purpose is to assign a monetary value, called social profit, to social

benefits of profit to Mexican industry, employment, public works,

pollution, dependence on foreign supply, and effect on balance of

payments. The sum of the social profit and the system profit is the

national profit.
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The u.:-zortain time profile of national profit is converted into P

single value, which might be c Iled certain present national profit,

by means of the time and risk preference model. The best decision

policy is the one that maximizes the setting on this "value meter."

The development of this conceptual structure into a formal planning

t- - for system' expansion proceeded through the pilot, prototype, and

production stages described e.rlier. It must be pointed out that since

an electrical system is so complex, different features of the planning

model become important for different installation decisions. Thus, it

is crucial that the analyst revalidate the model, through techniques

such as sensitivity analysis, to ensure that it adequately captures the

essence of each new installation decision.

The analysis was carried out through the development of a system

of conputer programs that simulate and evaluate the installation and

oDeration of the electrical system over many years. The programs

dete-mine the cost of operation, including effects of maintenance, plant

mix, system reliabili.y, and possible energy deficits. Within this large

simulation of the electrical system, the installatiun policy routines

carried out less detailed simulations and evaluations of the system's

future for the purposE of determining the time that each installation

should be made! and Llie type of installation it should be. The insta.L-

ation policy was refined so that the resulting installations would

maximize the reading or, the "value meter."

The pilot phase demonstrated the ne I for cJabordte models that

were capable of capturing the complexities of the electrical system

problem. Thus, during ti- prototyp.e pha -!, a moilar system of comr'iter
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?rograms was constructed. This modular system facilitated the

implementation of changes that would naturally occur in the transition

co the production phase; and so that the appropriate module could be

easily updated as the nature of the electrical system changes in the

future. The computer model was constructed from a number of independent

submodels that communicate through well-definea variables and tables.

, One of the most significant submodels developed was the reliability

submodel. In the ordinary expansion of an electrical system, each new

plant is installed for the purpose of maintaining reliability in the

face of demand growth. If plants did not randomly fail, an electrical

system could operate pith a much smaller capacity. Thus a comrpitational

procedure was developed to compute the system reliability frcm

probabilistic demand information and the failure probabilities of each

plant in the system. The effect of scheduled plant maintenance on

reliability was included in the computation.

An interesting feature of power system expansion is that the system

is self-healing. That is, if a "wrong" plant is installed at any time,

or if the environment changes, the effects can be largely -pensated

for by the choice of new installations. Because an electrical system

operates with a mix of plants--some best for steady base load and some

best for rapid peaking--the new installaLions required by the usual

rapid system growth can be selected so that the plant mix will be

readjusted within a few years.

Gaps in the Theory

Perhaps the widest gaps betwe. -teory and practice are in the areas

of values and preferences. Methods of solving even the seemingly simple
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problem of characterizing time preference leave much to be desired.

There is a great deal of controversy over the choice of a discount

rate, and few guides exist for determining when a discount rate adequately

represents time preference characteristics. Suggestions conflict about

when the discount rate is used to represent actual time preference, when

ic is used to represent financing terms, and when it is sometimes even

used to represent risk aversion.

Utility theory provides an elegant foundation for describing attitudes

toward risk. However, seldom, if ever, are all the sources of uncertainty

quantified. In addition, since each decision problem is part of a higher-

level system, it is often not clear just what risk preference can be

r'crmatively deduced from higher-level considerations. In many applications,

.;nsitivity to risk preference can be determined through the use of a

family of utility functions, such as the exponential family.

Problems dominated by time or risk preference alone, usually can

be adequately treated in spite of the above mentioned problems. However,

when t.i.ie and risk preference must be treated jointly, theoreti.,al

fcundations are almost nonexistent. Techniques combining discount rates

and the exponential family of utility functions were developed for use

5
in the decision trees of the space program planning example. A recent

doctoral dissertation considers the joint time-risk preference from

fundamental attitudes toward consumption.6

Some of the most perplexing problems arise, however, in the

analysis of public decision problems. In the electrical system planning

example, the space program pi'rrng example, and in applications to

regulatory and natural resource decisions currently in progress, the
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specification of the value function is a difficult task. The economic

literature provides little guidance in the establishment of values for

public decisicns. In fact, many authors begin their developments with

differenr implicit assumptions about the nature of the values. One

example is the literature on marginal cost pricing. 7  
T suspect that

the resolution of these difficulties will come when the needs for

explicit choices of public values are separater' from their theoretical

consequences.

Conclusion

The new discipline of decision analysis has been illustrate.1 in j

practice with several examples. In my experience, decision analysis

has proven to be a -seful approach to complex decision problems. It

provides not only the principles necessory for analysis, but also a

means of bringing the important issues of the problem into focus, so

that new alternatives can be created, information gathering possibilities

can be evaluated, and the analysis effort itself can be efficiently

channeled. Applications have shown the need for new theory and

methodology for treatment of values and preferences, especially in

public decision problems.
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A CASE HISTORY OF RESEARCH THAT FAILED

by

RALPH 0. SWALM
Syracuse University

Businessmen have long characterized themselves as takers of risks;
at long last some of them are now beginning to use analytical methods
that explicitly recognize this fact. And more and more bchools that
produce tomorrow's business leaders speak, in their new jargon, of
bvilding risk rather than certainty models to aid in decision making
processes.

Increasingly, it is apparent that there are Letter ways to recognize
the risks inherent in business than to shorten the payout period, or to
increase the minimtm attractive rate of return required to justify an
investment. In our schools, and in practice, we are coming to seek
specific probability statements concerning possible future events, and
to take these into consideration when making decisions. We still have
a lot to learn regarding ways and means of making better probability
assessments, and we need to look much more closely at the criteria we
wish to use once these assessments are made.

One widely used criterion is to assume that e businessman should
choose that strategy that optimizes the expected value of the outcome.
(Expected valLe is a statistician's word for a value you almost certainly
don't expect-in simple language, the expected value of a strategy is
its average value if that strategy is repeated in the same situation an
infinitely large number of times.)

It is perhaps intuitively obvious that if a situation is encountered
an infinite number of times, one can do no better than to choose that
strategy that gives the greatest average gain per time-provided one
does not go broke in the meantime. But the only way one can be assured
of not going broke if there is a finite probability of loss each time is
by having infinite resources! But most interesting decisions are made
only once-and few are so fortunate as to have unlimited resources.
What then?

Well, if the amount risked is small relative to one's rescarces,
most people would be wili'ng to use the maximum expected value criterion
even on one-time opportunities. For example-would you not be willing
to toss a coin if you would receive five guilders if a head showed, but
would have to pay one guilder if a tail came up? The "expected value"
of this game is 1/2 x 5 + 1/2 x -1, or two guilders. Even if this game
cost one guilder to play, its net expected value would be one guilder,
and many would use this information in deciding to play.
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But before you conclude that maximizing expected value is a pretty
good way to make decisions, consider this proposition. You have two
choices. One is to accept a million tax free guilders and quit. The
other is to toss a coin - if heads show, you get five million tax free
guilders, but if a tail shows you get nothing. Obviously, the expected
value of your second option is 1/2 x 5 million + 1/2 x 0, or 2 1/2 million;
the first option pays only 1 million. But wouldn't you take the sure one
million anyway? Most others would.

What this simple example shows is that in at least one case, most
people will not optimize on expected value. And it is not difficult to
show that this is true in a large class of cases, particularly in those
in which a probability of a significant loss is present and recognized.

Corporate, as well as of individual, decision makers can also be
shown to be unwilling to select the course of action that optimizes
the expected value of the outcome in many cases. How, then, can we hope
either to predict or to prescribe which of several risky options a
businessman would, or should, select?

The more interesting question is how businessmen should select
among risky projects, I would argue that, as a minimum, various decision
makers within a company should: (1) In an as explicit way as is possible,
discuss desireable risk attitudes, so they can (2) Define a corporate
attitude toward risk, and (3) Agree, individually and collectively, to
take that corporate attitude into consideration in reaching decisions.

This, of course, is not to say that corporate attitudes toward
risk must remain stable over long periods of time nor that any decisions
should be made on a purely mathematical basis.

I have spoken of the way that corporatc decision makers should
participate in risk decisions. How do they behave?

The hard evidence on which to base an answer to this question is all
too lituited, but it indicates quite clearly that here, as in so many
other areas, how they do behave is a far cry from how they should behave.

May I share with you some o. the evidence upon which this -.atement
is based? A short time ago, I had the privilege of studying the risk
attitudes af every decision maker, from foreman to chairman of the Board
of Directors, of a company employing about six hundred people. To do
this, I asked each of them, in individual sessions how he would recommend
that a series of decisions involving risks be made.

The twenty-eight decision makers I queried gave startling diverse

replies. For example, one foreman said that he would be indifferent
between recommending an automation project that promised a 50-50 chance
of earning a net of either $30,000 or nothing or a sure thing investment
that would net $15,000; another, when asked the same question, said "I'd
sure like to recommend the automation project over a hand method that
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would give a sure $5,000, but Pa a company man I can't." He finally
concluded that he would be indifferent between recommending automation
equipment offering a 50-50 chance of netting either $30,000 or nothing
and a handi method promising a certain $1,200.

And the upper levels, the President indicated indifference between
a research project that would offer a 50-50 chance of netting either
$200,000 or nothing as compared to a development project promising a
sure $30,000. The board chairman's indifference point for the same
gamble was a sure $100,000.

Directly contrasting the risk attitudes of the four men mentioned
one was indifferent between a 50-50 chance of the company's making either
$30,000 or nothing and a sure $1,200, one a sure $8,000 and two a sure
$15,000. While these four replies include both ends of the spectrum,
others pretty well covered all intermediate possibilities.

A similar range of replies was found in questions in which a possi-
bility of loss was contemplated. For example, one question was "You
feel that you have a 50-50 chaice of getting a certain contract. If
you do, your company will net $200,000. If you do not get it, you will
lose X dollars. At what value of X would you become indifferent to
either recommending trying or not trying for the contract?" Respondents
placed X as low as $1,200 and as high as $100,000.

Six men were asked specifically how great the potential gain would
have to be for them to recommend a 50-50 gamble that could lose $20,000
for the company. Their replies were 50, 70, 80, 100, 150 and 200
thousand dollars.

As the research piogressed, it became more and more clear that
guidance was both wantet and needed in spelling out corporate risk
attitudes. For example, in reply to one question, the saleL manager
told me, "That is easy. I know the corporate attitude c that sort of
thing." He then went on tc give me quite a different answer from that
which the president had given me just a few hours earlier! One man
found the questions almost impossible to answer, "because this company
would never knowingly invest money if any risk were involved." Another
claimed difficiilty because, "I'm not convinced that many decisions are
really gambles. If you just put in enough effort you can get the data
so that no decision is really necessary. The facts will speak for
themselves." Another, when asked, "Then you view company as conservative?",
replied, "I do, extremely conservative. And I try to fit the pattern."
Another said, "My God, if we don't take risks once in a while, we PT

dead!" And still another offered the comment, "Yeah, I know they't ike
us to be conservative, but I don't know just how conservative."

Although they certainly didn't couch it in these terms, one of the
factors frequently brot,3ht up by the respondents was the lack of information
in single points as opposed to probabilistic predictions. A typical
incident in which this occured was the following:
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The tool designer showed me an order he had been given to make a
mold produce 10,000 pieces per week of a certain piece. Turning to me,
he said, "Do you know what I'm going to do? Instead of making the five
cavity mold that 10,000 pieces a week would require, I'll make a mold
with spaceE for five cavities but build only three of them. I have
found through bitter experience how optimistic those salesmen are!"

We went on to discuss what he would do if given orders for molds for
two similar items. The first was a par for which there were firm orders
for 10,000 per week. The second was a new design for which the best estimate
was 10,000 per week but which might range anywhere from twice that figure
to nothing. He indicated that, in the first case, he would build a five
cavity mold and be done with it; in the second, he would complete perhaps
three cavities on an eight cavity mold. "Gosh", he said, "It would be
easy if they just gave figures like that. But now, I just have to guess
what they mean when they say 10,000 pieces a week will be required."

Now, I ask you-who is better able to establish the probability
distribution of future sales-the sales department or the tool designer?
And when this distribution is established, should the final decision on
how to build the mold rest on the tool designer's risk attitudes or those
of the company management? I know the designer's answer-he wanted help. I

The original purpose of my study was not to find out how the various

decision makers did behave-at that time I had ample evidence to predict
with confidence that a wide disparity of risk attitudes would be found-
but to show them this disparitý and to suggest that choosing an appropriate
attitude toward risk was a high corporate policy matter that should not

be decided, as it were, on default. I wish I could offer you a happy
ending to this story, describing how management reasoned together and
came to a better agreement as to a consistent, rational risk attitude.
But I can't. After some discussion, the f3remen agreed that such a
policy would be most helpful to them and they agreed that the optimal
policy would be considerably less risk-averse than their present attitudes

!i were. They justified the discrepancy between what they thought their
attitude should be and what it was by noting that they considered their
company tr be overly conservative, and tailored their recommendations
according../. The president stated that he was aware these feelings existed,
but felt that it was truly not a conservative company. de pointed c,,t that
few good proposals had been turned down at top level as evidence of -

fact.

But when your author pointed out the vast differences in risk
attitudes among his staff and pointed out the desire of the lower
management levels for guideice in formulating risk attitudes, then
tried to emphasize the need for a reasonable attempt to at least
discuss the formulation of a corporate risk policy among the members
of his "cabinet", he met with no success. The Pres.dent persisted in
his belief that perhaps diversity was good, and quite properly insisted
on his right to terminate the study then and there without any further
explanation. I fear this result speaks poorly of your author's ability
as a salesman, but I rnust, in truth, report failure at this critical point.
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Why, then, do I write this sao1 tale? Because I feel that what I
tried to do needs doing, and perhaps the reader can succeed where the
author failed. Because the need for a corporate policy was articulated
by so many in this corporation that I am utterly convinced that it is
real in this and other corporations, and that this need poses us all a
real challenge to meet it.
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room,
A THEORY OF IDEAL LINEAR WEIGHTS FOR

HETEROGENEOUS COMBAT FORCES*

David R. Howes and Robert M. Thrall

Introduction. In conducting military research, analysts frequently make use

of indices of force effectiveness which attempt to describe the value of the

force to its side in some hypothetical military conflict. Firepower potentials

are nn example of such indices. Current study of the problem suggests that

indices can perhaps more effectively be based on effectiveness matrices, such

as might emerge from a detailed combat simulation or from other sources.

When such tables are givt• it is possible to construct from them a system

of weapon weights each of which is a weighted average of the effects of a given

weapon against each of the enemy's weapons. This paper will describe the con-

struction of such weights.

1. Effectiveness matrices. In w. itary combat, the only tangible, quanti-

fiable value of a weapon system, as opposed to some other type of system, is

expressed in terms of the damage which it produces. A weapon may act through

its capacity to deny an enemy certain tactical options, however its final

quality is lethality. Weapon effectiveness may be considered a function of

casualty-production which lies in depriving the enemy of the value of weapons

lost. Therefore, it is appropriate to cons der numbers which measure the

killing power of each weapon against each opposing weapon. An effectiveness

matrix may be regarded as c, table whose entries are these killing powers or

relative effectivenesses.

More precisely, consider a combat situation between twlj opponents, Bie

and Red. We suppose that Blue has m classes of weapons and consider the

Blue force vector

*A working paper RMT-200-WI3-28R, Robert M. Thrall and Associates,

March, 1972.Preceding page blank



Vhert u19  is the number of Blue weapons of class l,..., us is the number

of Blue weapons of Blue class m. Similarly, suppose that R has n classes

of weapons and that

U'IR

(1.2) UR = LUi

,is the Red force vector.

We wish to find Blue and Red weight vectors

1W28 1w2 1t

(1.3) Wa •w :
WMB

such that the linear comrbinati-nns

(1.4) S(B) = wlsul. + ... + w,!3ug WJU8

and

(1.5) S(R) = wu 1  + R + + w uf = W"TUR

are v measures of the respective overall strengths of Blue and !,ed. Then

the fraction
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(1.6) T = S(B)/S(R)

[see Reference 41
can be used as an index, called the THOR Index,/of the relative strengths.

A Blue-vs-Red effectiveness matrix is a matrix (table) havingI m rows and n columns where the element mbR (i,j) measures the effective-

ness (killing power) of a single weapon of Blue class i against Reds

weapon class j . Similarly a Red-vs-Blue effectiveness matrix

(1.7) K =[im~(J,i)

has n rows and m columns and, inversely, mRS(j,i) measures the effective-

ness of a single Red weapon of class j against B~ue weapon class i . The

,numbers nms (i,j) and riG(j,i) may be positive or zero but, by definition,

cannot be negative.

For exampve, suppose that m n = 2, that both Red and Blue weapon

class one is an infLntry company and that both Red and Blue weapon class two

is an artillery battery. Then the effectiveness matrices

P5  ~' .6 01(1.8) = .I =
k7 .2 6 .1

woild describe a situation in which (1) in infantry combat Red was more

effective than Blue (.6 vs .5), (2) neither in'fantry could harm the enemy

artillery, and (3) the Blue artillery is superior to the Red :rtillery, and

(4) each artillery battery has a positive effectiveness against its counter-

part.

The effectivenress matrices

(1-9 11 1l .6 .21
7 .23 6
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T - ý -"7c•, wf• •- - a.

would describe a change which gave each infantry capability against the

opposing artillery.

The matrices

R01 0] 6  01

"would describe a different type of change in which the artillery attritions

are substantially increased.

If we assume that the artillery units are either concealed or out of

each other's range then we could have effectiveness matrices

.7 0] 6 0

2. lC:,l jial-d wuvivhLb. We tu.r, nexc co c~nsiderarion ot suitable weight

vectors We and Wq . These should be derived in some reasonable way from

the corresponding effictiveness matrices M.R and M .

For example, one could simply let W& be the average of the columns of

NR - Using CR and 14 B this would give

11 .25(2.1) -½ , a nd wi -

similarly from 1CR and Dfe we would obtain

(2.2) w -= [ = 4
[33

This naive approach has the advantage of simplicity, but lacks credibility

since it places equal emphiisis on effectiveness against enemy infantry -nd
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nrtillery whereas one of these might be considered much more dangerous -han

the other.

The naive approach places equal weight on each column. A more gneral

procedure is to select as weights non-negative numbers which add to one.

Thus in example 2, if we consider enemy artillery to be twice as important A

a target as enemy infantry we would choose weights 1/3, 2/3 and get

2. (.)

L(.7) + !-(.2)

A vector with non-negative elements that sum to one. is called a

probabilitv vector. Then the more general procedure would consist oftI
selecting two probability vectors

[zaf [ZR 1

(2.3) Za = 4

and then defining the linear weights by

(2.4) Wa = )Z , Wr = 8 ZS

"ihe next stop is selection of Ze and Z4 In the naive appreach we

took

(2.5) Z m= EM - .m m n I

Here (and later) we use the symbol E. to represen the column vector
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consisting (.f p oues, e.g.

E3  Lii

A second, somewhat more reasonable select'ion is

(2.6) Z3 = HRE./Yi , ZR = E.,/yp

where

(2.7) E- M = E ,sREn Z (i,j) , , = Ejj Z = m." (i~j)

then

(2.8) We = R ,E/' , Wt =LsetEf/ya

In Example 2 this gives [

(2.9) L. {. 5  ,1.5

and,

(2.10) 11/-.5 2 5r -

These procedures are only two among mnany possibilities for choosing th.o

pwobabi]ity vectors Zq and Zq . The one which we ney- introduce and %A

recom•nend for serious consideration yields weights W. acid WR which we**

call idea] linear weights.

To motivate them we consider the following arguent.. Suppose that hT•

has been determined; this means that relative values for the Red weapon

systems are known. Then it seems reasonable to select as ZR the unique

probability vector proportional to Wq . Similar reasoning would apply in

selection of ZB if We is given. This line of argunme-nt would lead to
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(2.11) zO = , ZR

where oT = EYW , t = E'Wz

then, we get

(2.12) WS RZR = RWR /aq , WR = 8Z8 E lIieWO/(YU

and substituting each of these equations in the other we get

(2.33) WB= A o/Q0 W8 /C8CY8RWR G(";,/O •3

Now, let

(2.14) P8= R , PR = 9 R ,X 8 =

and we have the eruations [Reproduced from
best available copy. W

(2.15) P, ' lW2 P" M W.

The idena weights mu-,t satisfy these equations and also be non-negative

vectors (.and al.o non-zero).

Fortunately, these equations are well known in linear alge.ra. First, they

require tait X be an eigenvalue of each of the square matrices Pb (m by m)

and PR (n by n) and that W14,W; be eigenvectors. Since the effectiveness

matrices K.-, M. have non-negative elements thc' sanle is true of their

products ?,, P,

The classical Perron-Frobenius theory of eigenvahies and eigenvectors

of rion-negative matrices applies to our situation and guarantees solutions to

(2.14) with We, W. non-negative and X positive. Moreover, it follows

from the general theory of matrices that Pe and Pt have the same non-zero

Cigenvalues. The pertinent facts from the classical Perron-Frobentius theory
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can be found (with proofs, in Chapter XlII of Gantnrmicher, Vol I1 [see Referenc-.

2]. This chapter also has a comprehensive bibliography. The original papcrs

by Perron and Frobenius appear, respectively, as Refervnces 3 and I below.

3. .:,iamplres of ideal wei ghts. We return to our four examples to illustrate

thc. theory.

o-'x m"p I I
.30 0 30 0

(3.1) PP
.. 54 .02 .37 .02i.

The eig•'nvalues for both PC" and 1, are X1 .30, X1 .09 :.e:n

(3.2) z H ,'
, 66] 1.57 1

are the unique probability eigenvectors corre.'ponding to i . The correspondincg

weights are

.215' 20CC
(3.3) ,ýI:,Z W;!

415 .270

c :.63, ".474 , .3

The second eigenva lue %1 gives

(3.4) 7" =K , ;
LI.I :2 ).

We will see later that this second eiget'7alue yields less meaningful weights

than the first.
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Example 2.

(35 PF. F"44,•P f : [5 j .16• 54 .I3 7 .08 -,

The characteristic 
equati.n for both nkitrices is

(3.6) 
- .52X - .0018 0 ]

and has as its roots the eigenvalues

(3.7) 4 = .5235 , X --. oo5 .0

From , we get the unique probability eigenvectors

(3.8 ~ 401 .5451
(3.8) zP = • -

60 4.45 5-

for P, arid P2 respectively

(3.9) Uri =- !" ' =8 i.3o0

c= .8 .66 , .=528-•X

Ex 'ampl]e 3 .

3l .30 0:73 0]3(3.30) P•0  L o3!.4.9 4 65 .40o

This example differs from Example I since this time the second eigenvalue
is larger than the first. The only probability eigenvectors come front

2X and are
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(3.11) 
R [.30 0] .

These give

rol

(3.12) W8 = , 01 51,11 .8, ce 5 o .4 -2

Exapl 4.

(3.13) P "4 2 [-3 0-: 4 [.3 0 • : .3 x

L 030 0

This example resembles Example 1 in that the first eigenvalue is larger than

L 5]
Eromplhe 2illstrae a gen eralu clswoeitaiosghreecBu

I -- WR, • -• - .6, • A .5, aýaq .L.35J L25

The second eigenvalue gives

roý
0 . 1 5 ) ~ Z 4 *- z * *

•oo

F0,

and thus does not provide useful weighting vectors.

Example 2 illustrates a general class of situations where each Blue

weapon system is .(at least minimolly) effective against each Red one and

vice versa. If a square matrix P has positive (not merely non-noigative)
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elements then it has a unique probability eigenvector Z nnd the corres-

ponding cigenvalue X, (called the Perron cipenvale_) is not only positive

but has the largest absolute value of all the eigcnvalues of P . It is then

easy to calculate Z and X2 by the following sequential process. Let

Vo Et (where P is m by m), let ce(Vo) E Vo _ m, let ZO = VolV(Vo)

and proceeding inductively let V1+1 = PZ1 , let Z1+.. V1+j/e(Vj+j),

i = 1,2,... . Then

(3.16) Z = lim Z1  , X1 =iim C(V1+).

These results still hold even if P has some, but not too many, zero elements.

Indeed, when Ps and Pq are positive, we can use a limiting process

to define Vhe ideal weights Ws, WR

We can begin with Wq any positive vector (e.g., Rý = E.) then in turn

set Zu = N/@(•) , W• =%qZ° , 4= Ws/ (t W), and proceeding inductively

(3.17) W" = ? 5Z•- , ZR = W•/c(V4)

• = �itZ ' = wz - /a (W/ ) , i 1,2,...

Then the six sequences

(3.18) WRI9, z S, w•, a; •(WR) C(we)

converge respectively to

(3.19) WRS ZR, WO, ZO, o. ob

where Ze , ZR are the unique Perron probability eigenvectors of Pe, P,

respectively; W , WO are the ideal weights for R, B respectively;

WR = N ZR, We = obZ 9  and X, = oob

is the Perron eigenvalue for both Pe and PA
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This approach provides a computationly convenient a' nrithm for calculating

the ideal weights. When m and n exceed two this approach is clearly

preferable to calculating and solving the characteristic equation for PO

or Pq . There are other more refined computational algorithnms which are in

general more efficient than this one. However, a computer program written for

this iterative process gave quite satisfactory numerical results for moderate

values of m and n. An example involving 40 weapon classes converged in

9 iterations to an accur'acy of .0001.

4. Interpretation of reducibility.

Examples 1, 3, 4 illustrate son& of the possible effects of zeros in

PS, Pn All of the P's in these examples are what is called reducible . A

non-negative square matrix P is said to be reducible if it has the form

P1

where P1  and P. are square, or more general y, if this form can be obtained

by reordering of the rows followed by the same reordering of the columrns.

In our combat context, we encounter reducible matrices when

as in Examples 1, 3, 4 thore are two classes of weapons on each side and the

first class of Blue is totally ineffective against the second class of Red

and vice versa.

Let us assume that both Ps and Pq are reducible with P,3., P82, Pr'1,

PR2 all positive, that P11, PR1 hdve the Perron eigenvalue X, , and that

SP,2 PR2 have the Perron eigenvalue )2 . [These assumptions all hold for

Examples I and 3.] Then, if we apply our computational algorithm beginning

with WP = En, the limiting eigenvectors obtained will correspond to the

larger eigenvalue.
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Thus, in Example I we would get ;A91 W1 and not Wv. W . In Example

3 we would, of course, get Ws, W.3 and in this case there is no possibility

of positive ideal weights.

Moreover, in Example 1_the only way to get the starred vectors would be

to start with WPa of the form [],i.e., almost all starting vectors.

will yield Wet, . For this reason we choose to limit the term "ideal" to,*

There is a good interpretation for the different types of weights found

in Examples 1 and 3. In Example 1 the attrition of infantry is so mtch greater

than that of artillery that we visualize one phase of the battle ending when

one side has lost all of its infantry even though both sides still have.

artillery left. However, at that time the starred weights do become relevant

for the ensuing artillery duel.

On the other hand in Example 3 the artillery attrition is more rapid thn

that of infantry. Moreover, when one side runs out of artillery the remaining

infantry forces will ultimately be anhilated by the surviving artillery. Hence

a zero weight for infantry is not inappropriate.

Example 4 is much like Example 1 for even though P62 = PR2 0 the larger
.4

eigerivalue &1 still gives a viable ideal weight.

5. Calculation of effectivenessnmtrices and an application to lanchester

Theory. There are several possible approaches to calculation of the

effectiveness matrices. Only one of these will be discussed in the present

paper.

A sufficiently detailed combat simulation can be expected to produce

loss matrices

(5.1) . I-OR = R(idJ)] , -. PAS 0(Ji)
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where tak (i,j) is the number of Red weapons of class j lost by ac;.ion of

Blue weapons of class i , etc. Then we may define effectiveness nuribers by

(5.2) nMR (i,j) = 9R (i,j)/u/ , mR(j,i) B 00(i,i)/ujR

where Us find UA are as 4n Section 1 (formulas (1.1) and (1.2))

The ui and u3R .igh- refer either to the initial Blue and Red

strengths, or co ,.e-tain average strengths during the battle. Tne choice

cf an appropriate 21,e'age would relate to questions not considere6 here;

however, a simple case of such an average might be [t:R(t=0) + UIR(t=t1)]/2

where ti is an arbitrary time chosen as a unit of measurement. The

interval (O,t) m.ust, of course, not exceed the battle length and shouldI

be small enough so that combat losses have not yet changed the character

of the encounter.

This procedure has as its main drawbacks (1) that the val.dity of the

results obtained depends on the simulation scenario, on the sinLlzion model,

snd on the extent of sampling error, (2) that it fails to consider min•tary

appurtenances which, although affecting the combat action, do not cause

attributable casua iies to opposing weapon systems, and (3) that it does not

take into account scale factors (i.e., it tacitly assumes ch3t the lcsr s are

strictly proportional to the nu.-ber of weapons in a class).

Effectiveness numbers calculated as above might b= interpreted as

estiumtes of the Iinchester parameters appropri.ite to a heterogeneous

J~nchester linear system. Dare and James, in Defense Operational Analysis

Establishment Iten,,randum M47120 have made an analysis based on this interpre-

tation with results parallel to those given here. In Table, Appendix I1 to

Aunex 1, of the TATAWS I1I study, BMARINC Inc. has based a similar analysis

on another sJch interpretation.
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More specifically, if we have the 1Anchester systems

(5.3) U8 =-C4UR U C Us

then the (i,j) element Cq (i,j) of CR represents the effectiveness of

R weapon j against B weapon i , i.e.,

CR (i,j) = mO8 (j,i)

Reasoning similarly for C9  we conclude that

(5.4) CI 1• S QB R•

are reasonable choices for the Lanchester coefficient matrices.

Nowdifferentiating equation (1.4) with respect to time we get

(5.5) S(B) = W;U8 =U,

= -(K AwS)TU.

K -( R WR/Ck )'UR
= 2-UZ = -:SW)tU: (since X = C

Now substituting from (1.5) this gives

(5.6) S(E) = -aS(R).

Similarly, differentiaring (1.5) yields

(5.7) i(R) =-uaS(B).

Equations (5.6) and (5.7) are the ones obtained by Dare and James. A

note of caution is appropriate here. The heterogeneous systems (5.3),

(5.4) have questionable validity past the time t* at which any' component

of Uz or UB becomes zero. However, the suimnarizing homogeneCous systetrn

(5.6) and (5.7) will in general yield soljutions S(I): S(R) which both

remain positive far beyond t*
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6. A larger example. An example of extended calculation is given below

based on results obtained in a particular .detailed war game. No clairLs are

warranted concerning the representativeness of these results, which are

dependent on the particular scenario, and the random statistical variation

inherent in the game model used. Weapons classes for both sides wcre the I

same. They were (following some aggregation of similar type):

1. Small arms,

2. Armored personnel carriers

3. Tanks

4. Armed reconaissance vehicles

5. Anti-tank weapons

6. Mortars

7. Artillery

Red forces were in the attack, Blue it, the defense.

7 Red Weapons 7 Blue Weapons
Red Effects

.0145 .0012 .0000 .0229 .0004 .0000 .0000

.0510 .0326 .0000 .0638 .0012 .0048 .0000

.1060 .4600 .4540 .4900 .0056 .0515 .0000

(6.1) M8 .4440 .2220 .0000 .4440 .0700 .0000 .0000L .0000 .1370 .7400 .2740 .0137 .0000 .0000

6.1500 .0000 .0000 .0000 .0630 .0740 .00001
21.0000 .2320 .0750 .2770 .1570 .0800 .1960

Blue Effects

.0334 .0028 .0000 .0290 .0004 .0000 .0000

.1170 .0940 .0000 .1111 .0045 .0000 .0000

.4770 2.5300 2.0900 1.8200 .0730 .0000 .0000

(6.2) l• .8200 .4730 .0000 .5550 .0008 .0000 .0000

.0000 2.8300 .5000 3.3300 .1860 .1940 .0000

12.*0800 .0000 .0000 .0000 .1580 .1502 .0000

9.7100 .1220 .1000 .1350 .1180 .0680 .2590

106



_ _ _ _ _ Y

.0194 .0121 .0002 .0146 .0101 .0001 .0000

.1158 .0368 .0006 .0M45 .0012 .0010 .0000
1.2978 1.4398 .9517 1.1711 .0,48 .0088 .0000

(6.3) PR .4049 .4302 .0350 .5171 .0146 .0136 .0000

.5937 2.0535 1.5534 1.5597 .0574 .0027 .0000
1.0993 .1955 .0315 .3881 .0259 .0233 .0000

3.8610 .8696 .2548 1.'4743 .0801 .0558 .0508

.0135 .0066 .0003 .0139 .0021 .0000 .0000

.0558 .0285 .0033 .0592 .0080 .0005 .0000

1.1656 1.4)85 1.0029 2.0245 .1433 .1198 .0000,

(6.4) P8 = .2824 .1397 .0006 .2956 .0398 .0023 .0000

2.8689 1.087 .3646 1.9550 .2541 .0537 .00001

1.0989 .0361 .1169 .3199 .0165 .0111 .0000

6.0748 .1679 .1521 .4432 .0606 .0315 .0508

Clearly this is a reducible case with one obvious Perron eigenvalue

X2 .0508. Applying seven iterations we find that the cther Perron eiger.-

.'altc X' hns the -c"iti:e probability eigtnvcctors.

".00052 .00082

.00198 .00443

.30482 .54613
(6.5) ZIR .03033 ZIP .01381

.48015 .26728!

.03087 .10285 i

.15134 L.06480

where also

(6.6) = .98947, • 1.15741

X,,= 1.14522

WIR= , , WIS z Ole .

Since
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( i-. much grLvater than X2 , the ideal weights obtained from X, may be

regarded as being more significant than those obtained from X2 as given

in (6.7) and (6.8) below.

0

0
0

(6.7) Z2 2=
0

0

0

(6.8) '2R = .1960 , c2 = .2590 , = .0508

best ~
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2. F. R. Canrmacher, 1he Theory of i.itrices, () vols.), Chelsea, 1959.

3. Oskar Perron, "Zur Theorie der Matrices" Mathematische Annalen,
Vol. 64 (1907).

4. A Note on the Thor Index of Con.lat Effectiveness, working paper
RIft-200-;.-10-17R, Robert M. Thrail and Associates, March 1972.
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A NEW FORMULATION OF LANCHESTER COMBAT THEORY

Dr. Frank E. Grubbs
Chief Operations Research Analyst

U. S. Army Aberdeen Research & Development Center

and

Capt. John H. Shuford
Ft. Sill U. S. Army Artillery School

ABSTRACT

Lanchester's differential equations of combat are inherently
deterministic in nature, although considerable effort has been devoted
in recent years to introducing stochastic type treatment into the theory.
Morse and Kimball (1951), for example, discussed probabilistic relations
or transition probabilities for losses, and more recently Bonder (1967)
introduced the idea of "variable attrition coefficients" by pointing out
that the Lanchester attrition coefficients are average values or expected
rates and hence by definition "imply an underlying probability distribution."
Barfoot (19(9) indicates that the Lanchester attrition coefficients should
be estimated from the reciprocal of the mean-time-to-kill or the harmonic
mean. Weiss k1957) apparently was the first to include by modelling the
relative movement or the separation distances between opposing forces as
an important parameter in Lanchester type theory and hence by such a

hypothesis saw the need for realistic changes or variation in the attrition
coefficients. Here, we advance the idea that the time-to-kill or time-to-
neutralize key opposing targets would seem to be the random variable which

should be treated on a probabilistic basis, and hence that the fraction of
remaining combatants on each side should properly be estimated from time-to-
kill probability distributions, or in other words from principles of the
statistical theory of reliability and life-testing. Advantages of such
treatment include the possibility that the future course of a battle may
be predicted from data on casualties in the early stages of an engagement,
and therefore that field commanders will thus have available information
on which to base critical decisions, for example, to withdraw or to augment
fighting forces in order to bring about the more desirable future courses of
combat for a given mission. Also, commanders may even use analyses suggested
herein independently of information on enemy losses to decide whether the
course of combat is proceeding satisfactorily or according to plan by comparing
data ozz early casualties observed in an engagement with standards which have
been determined from experience or have been specified.

The new formulation is illustrated with a small scale, but informative
example on an engagement between "Chief Battle Tanks" (CBT's) and "R10" type
Tanks.
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I. INTRODUCTION

Lanchester's differential equations of combat are really deterministic
in nature, although some operations research writers on the subject (e. !,.

Morse and Kimball (ill 1951])discussed probabilistic relations for numerical
decreases in force size or transition probabilities, and more recently -;here

have appeared many papers on "variable attrition coefficients". Bonder 3 1967],

for example, indicates that the attrition coefficients are "average" values or
"expected rates" and therefore that such a definition "implies a probability

distribution." Barfoot [1, 1969] has indicated that the attrition coefficients
should be estimated from harmonic means on time and that they should therefore
be determined from unity divided by the mean-time-to-kill for an individual on

We 1s[4, 1957]I
a side. Weiss apparently first discussed Lanchester theory in the
context of taking into account the movement or separation distances of forces,

while Bonder (2, 1965] has made applications of Lanchester theory involving
range dependent variable attrition coefficients, the values of which depend
on separation distances between opposing forces, and he obtained solutions
for constant relative closing velocity of forces. Very recently, Taylor(13]

has generalized the range dependent attrition coefficient model to include time
or force separation as independent variables and has established that Bonder's

results (2, 1365] are special cases of his model. In spite of these various
treatments of "stochastic" tv-pe combat, we believe nevertheless that there is
room for a new concept or argument concerning problems of randomness and just
how random variables should be treated in a realistic mathematical theory of
combat. In particular, we believe it is worthwhile to hypothesize that the
logical or correct random variable may be that of time, i. e., time-to-kill,
axA that remaining forces on each side are dependent on and tied in with time
in a rather complex but random fashion. In other words, when a Blue force meets
a Red force, or one stumbles upon the other, then the ensuing battle involves
cbrqnging decisions on the part of commanders, the random effects of terrain,
weather conuitAons, the selected or available weapon mixe,, timely deployment
and use of weapons, accidenta? occurrences relating to reliability and
mainttinability of equipment, resurrly, etc., so that it is .erhaps'unnecessary
to argue further that many cona..i`s leading to various degrees of randomness
are ever present, that the variable which should logically be treated on a
probabilistic basis should be that of time-to-kill opposing targets, and
therefore that other Lanchester parameters should depend in a probibilistic
manner on elapsed times in battl~s, in particular when kills or other forms

of attrition occur. As a matter of fact, if in a battle one were to tabulate
the times from zero at which targets are destroyed or combatant losses occur
on both sides, then he might well develop a better understanding cf applied
combat theory, esnecislly in as much as gencral Lanchester type theory might
be developed further or is really valid. Put such data are usually hard to
come by. Why not work the time-to-kill concept into the Lanchester type
theory nevertheless to see where it might lead? This, we now proceed to do

along lines similar to that covered in some letail by Shuford [12 1911].
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II. THE NEW FORMULATION

We begin with the above concept and a simple argument. Let B and R
0 0

represent the initial numbers of Blue and Red combatants or targets,
fighting units, etc., which are deemed appropriate as key elements or
targets in an engagement, and let B and R be the numbers remaining on each
side at any general time t after combat has begun. Thus, the fractions
B/B and R/R each represent quantities which will vary in a random manner

0 0
from unity at the start of a battle down to some fraction (or perhaps to zero),
at which time the engagement ceases, or a side withdraws. Moreover, the

fractions B/B0 and R/R° clearly vary in a random manner wit0 time, i. e.
B = B(t), R = R(t), and indeed they are the fractions of survivors on the two

sides at any time t. Therefnre, it can be argued that these fractions or a
function thereof could be related to various forms of probability distributions
in time-to-kill. The probability distributions in time must involve meaningful
physical definitions, criteria or descriptions for time-to-kill, time-to-
incapacitate, time-to-failure of equipment, etc., and the parameters of such
distributions should in some way describe the "fighting power" or capability
of a side in the times required to kil. opposing targets. To win in battle,one must kill or incapacitate before his opponent disables him. In this

connection, it is well known that the two parameter Weibull distribution
(actually another probability distribution of R. A. Fisher which has taken on
Weibull's namel) can be used to represent a very wide variety of time-to-fail
(or in this case, time-to-kill) probability distributions. Moreover, the
fraction of survivors at given times in life tests of equipment is now rather
widely recognized as the reliability of the equipment, so that in general such
fractions could be equated to reliabilities which depend upon the raniom time-
to-kill variables in combat. In general, for continuous distributions the
reliability or fraction surviving with respect to a mission time, tn, may be

defined as the integral of an appropriate probability density function (p.d.f.)
from t to -. Thus, we wound have immediately the following approximations
or re~ations for remaining i'r;actionsof Blues and" 'eds at any tine t after the

battle '.tarted:

B/B° = exp - 6t B = B(t); a, 6 > 0; t > 0 (1)

R/RH = exp - pt R = R(t); p, 6 > 0; t > 0 (2)

where 8 = S{t, R, B) is an "attrition" coefficient for Blue, i. e., the loss
or failure rate, or scale parameter, and a = a{t, R, B) a shape parameter for
the time-to-kill probability distribution, which parameters represent the
capability of Red forces to destroy Blue targets, Blue to protect himself,
etc. In combination we might say that a and B represent in perhaps an
obscure way the "total fighting power" of Red against Blue, but including
also various attrition accidents which occur to Blue in battle. Similar
arguments apply to (2). By the notation 0 = 6ft, R, '), for example, we mean
here that B is the parameter (constant) ,:f a distribution which is statistically
estimable from the probabi]istic relation between the remaining Blues and Reds
with time.
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We might well derive (1) and (2), or course, somewhat formally from
the consideration that B/B = B(t)/B is the fraction of Blues remaining

o 0
at time t, or it can be referred to as the chance that a Blue combatant,
tank target, or fighting unit, etc., will survive to time t, and hence that
(B0 - B)/B is the chance of a Blue combatant being lost by time t. Thus,
we may hyp 8thesize that (Bo - B)/Bo is the cumulative chance of kill for

Blues within the random time t and that furthermore the time derivative of
this quantity can be equated to a probability density function of time-to-
kill. In summary, we say, for example, that

dF 1 -(B B)d• B" dt "-anc- exp a t• (3)

dt T dt0

where the left-hand side is the fractional rate of losses for Blue and the
righthand side is the two-parameter Weibull p. d. f. for time-to-kill Blue
targets. 'Integrating (3), we obtain

B = B e.p - atc (1)
0

The Weibull p.d.f. has been used because of its inherent generality in
describing accurately various shapes of time-to-kill distributions occurring
in combat.

Also, we could argue that since (B - B)/D° is the fraction of losses
0 0

for Blue, then the conditional failure rate for Blue, given survival to some time
t, may be described somewhat generally in the form

B' (t) /B

B(t)/B =- t (5)

where the right-hand side depends on the time of battle. That is to say,
the conditional failure rate of Blues may vary with some power of time,
possessing the generality of an increasing, constant or decreasing kill rate.
Hence, we get immediately that

ln[Bt)/B 0 =_

or as before

B(t)/B = e-St

0

Now the fractions of survivors, or the "reliabi3ities" given by (1) and
(2), as we have indicated, can really encompass a wide range of probability
distributions on time for combat type engagements. In fact, the tvo-parameter
Weibull p. d. f. given by
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f(t) W ata- exp - 8 ta (6)

is somewhat of a natural choice for it can, by proper selection of the shape
and scale parameters, a and S, vary from the sub-exponential, to the
exponential (in which case a = 1, and the conditional failure or kill rate
is constant and equal to a) to the super-exponential models of time-to-kill.
Indeed, various combinations of a and 0 even include the normal or Gaussian
p. d. f., as well as skew, platykurtic or leptokurtic type probability
distributions. We can therefore through the use of the Weibull model or
theory equate the "random" fractions of Blue and Red survivors to any of a
wide variety of realistic probability distributions for remaining lives,
which in some way will depend on the "fighting powers" or combat capability
of the opposing sides. If the probability of survival of Blue forces
consistently exceeds that of Red, then Blue obviously has the advantage :n
an engagement.

We next consider the problem of estimating the parameters of the time-to-
kill probability distributions.

III. PARAMETER ESTIMATION FOR EXPONENTIAL TIME-TO-KILL DISTRIBUTIONS

In case combat losses as a function of time take on a purely exponential
form of decay (i. e. constant conditional failure or kill rate), as may sometimes
occur, then a = 6 = 1, and (1) and (2) become simply

B/B° = exp - at a > 0, t > 0 (7)

R/R° = exp - pt P > O, t >_0 (8)

In this case, a tabulation of times at which targets are killed on both sides
would give the information needed for widely known, best estii.ntes of parameters
1 and p (Epstein and Sobel [6, 1953].) Thus, if we have B initial Blues, and
the times-to-kill Blue targets are in the natural ascending order

tl_ 1 t 2 < ... << tr < B
0

where we may truncate the battle at the time of the rth Blue casualty, or base
estimates of 0 on the first r Blue casualties, for example, then the maximum
likelihood, minimum variance, best unbiased estimator of the true unknown
mean-time-to-kill, i. e. e = 1/1, is (Epstein and Sobel [6, 1953])

r
Estimate 1/0== [ z + (B0 -r) tr]/r (9)i=l

This is simply the total of kill times for their Blues and survival times for

the remaining B° - r Blues to the rth kill, or the "total time on test", as it is

called, divided by the number of actual kills.
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Alternatively, and from statistical considerations of unbiasedness, we
may equate the observed fraction of kills for Blue up to time t to the
quantity

(Bo - Bi )/Bo i/(B + 1) i = 1, 2, ... , B (10)
1 0 0

or that is

(Bi/Bo) (B° - i + l)/(B + 1) (II)

and linearize (7) by taking logarithms to the base e. We get in this case
that

In [(B° + l)/(B - i + 1)] = ati (12)

for i = 1, 2, ... , B and the increasing observed values of t.. Thus, 0
0 1

may be estimated by least squares, for example, by using (12). Formula (12)
in fact may be particularly desirable to justify the exponential time-to-kill
hypothesis, or may be used routinely for large scale or untruncated battles,
although (9) is the universal estimate of the parameter for an exponential
time-to-kill distribution.

IV. PARAMETER ESTIMATION FOR THE WEIBULL MODEL

Estimates of the scale and shape parameters for the two-parameter Weibull
models (1) and (2) are available from literature on the statistical theory of
reliability, either for truncated or complete samples. Because of space
limitations, we cannot cover in any detail the overall problem of estimation
in Weibull theory, as the volume of literature on the general subject is great
indeed. In fact, Weibull estimation and confidence limit theory is almost a
branch of statistics in its own right. Consequently, we refer the reader, for
example, to the paper of Cohen [4, 19651 for maximum likelihood estimation,
and the papers of Mann[9, 10; 1966, 1967] which in the example below use the
linear invariant statistics. Also, a recent paper, "Statistical Inference from
Censored Weibull Samples" by B. R. Billman, C. E. Antle and L. J. Bain, submitted
to TECHNONETRMCS would be of considerable use.

It could te argued that there is an advantage in the routine use of the
Weibull model for our purposes here, for given any data one may proceed to
estimate the unknown scale and shape parameters by the above references, or
others in the literature, thereby arriving at the appropriate form of the actual
time-to-kill distributions. It may be desirable in most cases to program the
estimation of parameters on a computer, along with other descriptions of the
battle as discussed below.

From (1) and (2), we note that these Weibull forms may easily be linearized
by taking logarithms to the base e twice, obtaining

ln in B/B= In 0 + a In t (13)
0ll3
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This linear equation would be particularly useful for estimating the scale il
and shape parameters from graphical considerations, for sample sizes beyond the
tables of Mann (1966, 1967), or routinely for rather large-scale or complete
simulations, etc. In fact, one may have to adapt the methods of estimation
to the particular problem at hand, and also program computations for obtaining
both the parameter estimates and confidence limits on the remaining fractions
of survivors for a given mission time.

V. ADDITIONAL CONSIDERATIONS

For other possible models based on the idea raised here, we could, of
course, argue that losses on each side must depend not only on the value
of the parameters, c, 0, p, and 6, or that is on the attrition distributions
which occur as a result of weapon mixes, tactics, terrain, etc., but rather
that losses must be related directly to opposing numbers of combatants, units,
etc., as in the Lanchester Square Law. Thus, we might set up models such as

d• [(B - B)/B = f(t)[R/R o (14)

d

T(URo - R)/Ro] = g(t)[B/Bo) (15)

where f(t) and g(t) are again time-to-kill probability density functions.
Actually, Taylor [13, 197 1 and others have studied the equivalent of a A
somewhat related case, f(t)/g(t) = k, a constant, but rather our argument

here is that the remaining fractions of survivors on the two sides are
precisely by definition the reliabilities for time-to-kill probabilitydistributions, i. e.

B(t)/Bo = I - F(t) = exp - BtL; F(t) = ft f(x) dx
00

Thus, there would seem to be some advantage in the herein suggested
treatment of Lanchester type combat theory, for we could simulate a field
exercise or fight a battle on a computer with the mixes of weapons, tactics,
etc., we desire, and then stop the simulation at some appropriate number of
targets lost on a side, which would lead to sufficiently accurate estimates
of the scale and shape parameters. Once these estimates of the Weibull
parameters are available from time-to-kill data, then the straight-forward
deterministic solutions of (1) and (2) give the predicted characteristics of
the battle at any desired times, or, as indicated below, we may also derive
confidence statements on the remaining fractions of Blues and Reds for any
(mission) time of the battle. Consequently, it is clear that we can draw
upon available statistical theory of reliability and life-testing to save
time in simulations, effectiveness studies, systems evaluations and the like,
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since our approach (although not so limited) may be to analyze the first,
relatively few, times to casualties, without the necessity of drawn out
computer simulations or very lengthy war games, in order to see from
early stages how well our new equipment, strategies, etc., may actually
work in a hypothesized combat situation.

To emphasize, therefore, the time variable would seem t- be of some
central importance in an overall, realistic treatment of Lanchester type
combat theory, and the time-to-kill targets, or time-to-neutralize an
opposing force, etc., would appear to be of a critical character in describing
outcomes of engagements. Thus, more emphasis should be placed on tracing a
battle, simulation, war game or the like in the time variable, and in particular
the times at which casualties occur. We therefore have a straight-forward,
natural and economical way to proceed with studies of various mixes of weapons,
hypothesized optimum tactics, or other considerations, and possibly large
amounts of time or costs otherwise might well be saved. We reemphasize that to
determine the variable rates of attrition as a function of time it is important
to estimate the shape characteristics of the time-to-kill distributions for
Blue and Red, and compute values therefrom. Indeed, such distributions for
various engagements might be synthesized to predict combined arms capabilities.

Of course, we have treated the numbers of Blues and Reds here as continuous
variables, so that opposing numbers should be rather large generally for such
treatment, although the inherent discreteness could be taken care of mathematically
if needed. On the other hand, we are sampling hypothesized populations or
probability distributions, and many times relatively large numbers of combatants
will be involved or required anyway in simulations to infer general or precise
battle outcomes for complex situations.

The chance that a Blue survives to time t or beyond is clearly exp - at ,

and the chance that a Blue is put out of action by time t is therefore 1 - exp - t a.
The conditional probability that a Blue survives to time t and then is put
out of action during tue next small increment of time At, is given by cLta-I •
exp - ata At/exp - atc = catQ- 1 At. Similar quantities also hold for the Red
side. With such basic probabilities, therefore, one can compute for a given
time the chances that various numbers of Blues and Reds are lost (or are
surviving) out of the initial numbers of Blues and Reds by using Binomial
probabilities. Alternatively, the conditional probabilities may be used for a
variety of calculations such as a Blue or Red winning a duel in a short periodof time, or other probabilities of interest could be computed.

For illustrative purposes, we now give an example on application of the above
methodology. Although the engagement discussed in the example is rather small
scale and involves only tanks, it should nevertheless indicate how the methodology
might apply to large-scale games or even to heterogeneous veapon mix studies as
indicated alternatively in Section VII. We do not delve into criteria for
victory or defeat, probability of winning or losing, and the like, for such
outcomes may well depend on unidentifiable or intangible factors. On the other J
hand, we do indicate a method for estimating and placing confidence limits on
remaining fighting forces, which may well affect the outcome of battle.
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VI. EXAMPLE

In a study of the effectiveness of anti-tank missiles as the main
armament of tanks, it was decided to simulate a "typical" engagement
in Western Europe for a certain version of the CBT (Chief Battle Tank)
versus the R 10. One of the main purposes of the simulation was to
determine whether missiles could successfully engage opposing tanks

at longer ranges than guns and hence obtain an early advantage in
killing enemy tanks, thereby neutralizing the enemy tank force and
obtaining a given objective on schedule. In particular, a mission
time of about 90 minutes was suggested for accomplishment of the
objective. In a valley, twenty R lo's were in position near the bottom
of an inclining ground area leading up to a town of key importan'ie in
th6 hills of the general battle zone. The R 10's were initially
defiladed in position and hence not easily in view of the friendly
task force of 20 CBT's approaching them. At about 2500 meters,
howtver, the R 10's opened fire on the approaching CTB's, but the
latter were out of range for very accurate fire from the R 10's. As
"a result, and as the battle proceeded, the first tank knocked out was
"a R 10 by the approaching CBT's at four minutes after the engagement
had started. In eight minutes, one CBT had come within range of
the R 10's and was killed. In summary, five R 10's were knocked out
at 4, 9, 15, 234 and hO minutes elapsed time from the beginning of the
engagement. On the other hand, three CBT's were killed at 8, 13 and 24
minutes and later at 60 minutes another CBT was finally knocked out.
Between the period 40-60 minutes, it was thought that some other R10's
had been put out of action, but a heavy fog had set in, making such
determination uncertain, and the battle was stopped just before night.
With these data on times-to-kill targets on each side, and assuming no
major changes in the commanders' tactics, resupply, etc., what could be
said about the progress and outcome of such a battle in general had it
continued, assuming the above represents valid sampling for a population
of such engagements?

We assume that the time-to-kill distributions for tank targets on
each side follow two-parameter Weibull probability distributions because
of the wide variety of possible shapes for fitting such data and we
proceed to estimate the parameters, so that an appropriate fit can be
obtained which would describe the probable remainder of such an
engagement. For quickness and convenience, we will use the tables of
Mann[ 9 , 1966] to estimate ca, 8, 6 and p, although other methods of
estimation could be used, for example the maximum likelihood estimates
of Cohen[ 4 , 1965], or that of Billman, Antle and Bain referred to above.
In order to use the estimates of Mann[ 9 , 1966, p. 47], i. e. the linear
invariant statistics, it is convenient to tabulate the computations as
follows:

117



CBT Data (B 0 20) R 10 Data (H =20)

Mann's Coeffic- Mann's Coeffic-
Times-to-kill ients or Weights Times-to-kill ients or Weights

ti ln ti Ai Ci t i n ti Ai C.i

8 2.079 -. 408 -.244 4 1.386 -. 273 -. 193

13 2.565 -. 386 -. 239 9 2.198 -. 259 -. 191

24 3.178 -. 346 -. 223 15 2.708 -. 234 -. 181

60 4.o94 2.141 .706 23 3.136 -. 200 -. 166

4o 4.689 1.965 .732

~A. nt ZA. inti = 5.0 40 =

Z Ci in ti = 1.0 61 = 1/a Z Ci in t = 1.002 = 1/8

Thus, ai 1/1.061 .943 Thus, 6 1/1.002 .998

and and

=e-• 1/244: .0041 p = e 1/154 = .0065

From the above, we note that since the estimates of shape parameters a and 6
are each practically one, then exponential time-to-kill distributions may be used
to describe the battle, i. e., the losses on each side. In fact, tne estimated
true mean-time-to-kill a CBT for the population would be 244 minutes, whereas
the mean-time-to-kill a R 10 is estimated to be only 154 minutes. Put another
way, and since the exponential failure distribution involves a constant
conditional failure rate at any time t, then the failure or kill rate for CBT's
is predicted as .0041 per minute, and that iot RlO's is .0065 per minute.

Since the single parameter negative exponential distribution seems to be
a suitable hypothesis from the above estimates of thape parameters (l=) for the

emall numbers of kills, we could well estimate the scale parameters, B and p,
i. e. the conditional failure rates from formula (9). We have in fact

r
E ti + (Bo - r)tr

Est I/a = (r = numbor kills)
r

105 + (16)(60)=9= 266 (vs. 244) r

Est 1/p 91 + (l5)(4O) = 138 (vs. 154)
5

so that the agreement is surprisingly good in this case.
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* •An Interesting and important feature of the methodology suggested
herein is that we may easily place confidence limits on the fractions
of survivors for each side. For example, for the assumption of an
exponential distribution, it is known (Epstein and Sobel [6, 1953])that

2r6/e= X2 (2r) (16)

where 0 = 1/8 or l/p, l = i/0 or li/, and X2 (2r) = Chi-Square with 2r

degrees of freedom. That is to say, 2rO/a, and 2rp/p, are each distributed
in probability as the well-knoi-m Chi-Square and hence since the true unknown
fraction of Blue survivors is e-t, and that for Red is e- , we may de*ermine
confidenc limits for the true fractions of survivors as follows. We start
with

Pr[X2 (2r) < X2 (2r) = 2r i/e < X×12_ (2r)] = I - 2a (17)

where X2 is the lower a probability level and X2 the upper a probability

level of the Chi-Square distribution for 2r degrees of freedom. Hence, for a
"mission" time tm we can convert the above probability statement to

Pr[t X 2 (2r)/2r < ti/e < t x 2 _ (2r)/2re] (18)

-tm10
Pr2exp - {tm x_ (2r)/2re} < e m < exp - {tm X2 (2r)/2r6}] (19)

= 1 - 2a

But

exp - Ot = B/B and exp - ptm = R/R

for any mission time t and thus we have lower and upper confidence limits on
the fractions of Blue mand Red survivors. Thus, had the tank battle gone to

1/2 hours (90 minutes), we could state for the assumption of an exponential
distribution that

Pr[B/B > exp - {t X2_ (2r)/2r)] 1 - a

or

Pr[B/B > exp - {(90)(1/266) x×95 (8)/8} = .52] = .95

or in other words we state with 95% confidence that at least 52% (10.h) of

the CBT's would survive after 90 minutes of such a battle. On the other
hp.ý, we could only say that at least 30.4% (6.1) of the Rl0's would survive
al-.-- 90 minutes, again with 95% confidence.
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With two-sided confidence limits based on X2025 (8) 2.18, X!975 (8) 1..53

X2025 (I0) = 3.25 and X975 (i0) = 20.48, we could state with 95% confidence
that at 90 minutes the fraction of surviving CBT's will be between .48 and
".91, whert -s for the same confidence level the fraction of surviving R 10's
will lie - cween .26 and .81. Of course, the widths of the confidence
intervals depend markedly on the number of kills, the conditional failure
rate, the mission time and the confidence level, and in this illustration
we are dealing with rather sparse data from a rather limited engagement to
infer very precise statements about the general population.

For the mission time of 90 minutes, the estimated fractions for point
estimates of surviving CBT's and R 10's wouild be respectively exp - (901266) =.71

and exp - (90)/138 = .52. Should more precise information be desired, then
the simulation could be carried further, repeated, or the problem enlarged
in consonance with the importance of the decision to be made.

We remark that similar confidence limits could e estimated for the
Weibull distributions (i. e. when a # 1 and 6 0 I) in (1) and (2). See,
for example, Johns and Lieberman [7, 1966].

VII. PROBABILITY ANALYSIS FOR MIXED WEAPONS OR COMBINED ARMS STUDIES

Although the above theory may be useful in combined arms studies, i. e.
the times-to-kill may be analyzed as data from a single population (at least
to some extent) no matter what weapon fires at what target, it may be desirable
or in some cases necessary, to take inco account the particular weapon types
used against particular targets, especially in so far as capability of weaponsis concerned. In other words, we have at hand a technique which can be
employed to compare the overall kill potential of one class of weapons versus
that of another f.gainst common targets, etc. Also, it could be very informative
to keep types and classes of weapons separate in a simulation or war game,
at least up to some stage of battle, and then determine whether the variouskill distributions might be combined into a composite or single distribution

which would describe the overall combined arms effects.

For analyses of this type, we let 0ij and aij represent respectively

the scale and shape parameters which identify the capability of Red's Jth
weapon type to destroy Blue's ith target in a time-to-kill distribution.
Likewise, we let p and i represent the scale and shape parameters which

describe the capability of Blue's ith weapon type to destroy Red's jth
target in a combat situation. With these definitions, it is clear that we
could proceed as follows for a probability analysis.

Since

exp- t

is equal to the chance that the ith Blue target survives the Jth Red
weapon within time t, then clearly
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With two-sided confidence limits based on X.025 (8) = 2.18, X.975 (8) = 17.53

X2025 (10) = 3.25 and X0975 (i0) = 20.48, we could state with 95% confidence

that at 90 minutes the fraction of surviving CBT's will be between .48 and
.91, whereas for the same confidence level the fraction of surviving R 10's
will lie b( 'ween .26 and .81. Of course, the widths of the confidence
intervals depend markedly on the number of kills, the conditional failure
rate, the mission time and the confidence level, and in this illustration
we are dealing with rather sparse data from a rather limited engagement to
infer very precise statements about the general population.

For the mission time of 90 minutes, the estimated fractions for point
estimates of surviving CBT's and R 10's would be respectively exp - (90/266) .71
and exp - (90)/138 = .52. Should more precise information be desired, then
the simulation could be carried further, repeated, or the problem enlarged
in consonance with the importance of the decision to be made.

We remark that similar confidence limits could be estimated for the
Weibull distributions (i. e. when a 0 1 and 6 # 1) in (1) and (2). See,
for example, Johns and Lieberman [Y, 1966].

VII. PROBABILITY ANALYSIS FOR MIXED WEAPONS OR COMBINED ARMS STUDIES

Although the above theory may be useful in combined arms studies, i. e.
the times-to-kill may be analyzed as data from a single population (at least
to some extent) no matter what weapon fires at what target, it may be desirable
or in some cases necessary, to take into account the particular weapon types
used against particular targets, especially in so far as capability of weapons
is concerned. In other words, we have at hand a technique which can be
employed to compare the overall kill potential of one class of weapons versus
that of another against common targets, etc. Also, it could be very informative
to keep types and classes of weapons separate _n a simulation or war game,
at least up to some stage of battle, and then determine whether the various
kill distributions might be combined into a composite or single distribution
which would deacribe the overall combined arms effects.

For analyses of this type, we let i and Cij represent respectively

the scale and shape parameters which identify the capability of Red's Jth
weapon type to destroy Blue's ith target in a time-to-kill distribution.
Likewise, we let Pij and 6iJ represent the scale and shape parameters which
describe the capability of Blue's ith weapon type to destroy Red's jth
target in a combat situation. With these definitions, it is clear that we
could proceed as follows for a probability analysis.

Since

exp - Bt

is equal to the chance that the ith Blue target survives the Jth Red
weapon within time t, then clearly
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Sn na

jfl jplit exp t texp- (20)SJ=l J=l i

is the chance that the ith Blue target survives all of the n Red weapons
which can possibly destroy it.

Similarly, the chance that the jth Red target will survive all of the m
Blue weapons which could engage it by time t is

m m 6

ij exp; .-ep~ Z p t i

i=l i=l

By subtracting in turn the quantities (20) and (21) from unity we get
respectively the chance that the ith Blue target is put out of action by
at least one of Red's weapons and the ch ze that the jth Red target is
put out of action by at least one of Blu( s weapons which has such
capability. Straightforward enumeration leads to probabilities that various
combinations (or all) of Blue's or Red's targets would be put out of action I
(or would survive) by some given time in a battle.

VIII. FINAL REFLECTIONS

As mentioned earlier, it is difficult under ordinary circumstances to
obtain times at which casualties occur in actual battles, and especially
such data for the opposing side. Nevertheless, in realistic simulations
of battles or computer games, etc., one can indeed acquire the needed data
and hence have at hand information to judge the probable future outcomes of
engagements using the methodology suggested herein. Also, data obtained in
a natural manner on the friendly side, with no such information at all on
enemy casualties may be of considerable importance. For example, the field
Army carries as part of its equipment nowadays some computers, so that if
Blue were in a battle and had been allocated a certain time, say three hours,
to accomplish an objective, then computations could be made 5n the field, and
during the battle, to estimate from the Blue casu.±lties occurring, say,
during the first 30, 45 or 60 minutes cf battle, just what the shape of the
appropriate Weibull p. d. f. might be, and hcnce predict the remaining blue
survivors at the mission time of three hours.(We remark in this connection
that truncating a simulation or battle at some predetermined fixed time as
compared to that of a fixed number of casualties would lead to somewhat
different methods of estimation.) If this estimated fraction of survivors
is expected or is satisfactory, then Blue proceeds, but otherwise higher
headquarters would be so advised and hence have important information on



which to base any decision to withdraw, throw additional units into the
battle, etc. Furthermore, standard values of the Weibull parameters,
and a, might be developed from experience, and hence c -oT-i+d a-ulties

a-a function of~time mi t be- comparB- - with observed rates in a simulation
or actual battle to determine whether requirements are satisfactorily met,
or various alternative actions should be taken accordingly by commandc.rs.

Finally, other forms of probability distributions could, of coxre, be
fitted to observed time-to-kill data on targets in a battle or simulation,
although it is believed that the two-parameter Weibull model suggested here
would represent a single form of distribution which should be sufficient for
many battle situations of interest.
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A NOTE ON THE THOR INDEX OF COMBAT EFFECTIVENESS

"J. R. Thompson and R. M. Thrall

Let there be given two sides in a combat - the Blue and the Red - with
.,4

force strengths u = (u 2 ,u 2 ,...,u-) and v = (v 1 ,v 2 ,...,vn). Consider as

possible measures of their respective strengths at time t the linear

functions

B(u(t),v(t)) E alu4(t), and

(R(u(t),v(t)) E bivi(t)

where the coefficients aj and b, are non-negative quantities which may be

functions of t. Suitable selection of these coefficients is an important

pro.lem to which some att.ritior, is given below.

The '.;iOR index at time t is defined as

B(u(t)(.v(t))2t
R(u(t),v(t))

and provides a measure of the effectiveness of the Blue side relative to

that of the Red side.

In the important case m = n I (called the lumped case) we propose as

one iossibility the definitions:

a = / /t
(3) 71 T!

L dt dt

giving [v

(4) T(u(t.),v~t)) =i'du-I V

Preceding page blank 125
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all quantities are to be evaluated at time t. Here a geometric interpreta-

tion for T is obtained by writing the equations of lines passing through

u(t) and v(t) with slopes ý-U and v respectively:
dt dt

ru*(T) = u(t) + L (T - t)

dv.

Let tu and t. be the time values giving u*(tu) 0 and v*(t.) = 0, 2

respectively. Then

(t -t)(6) T(u(t),v(t)) = (•-t
(t, t)

Let us consider how (4) applies to a simple hypothetical example.

Suppose that 5 Blue regiments engage 4 Red regiments in combat. At the end

of the fifth day, Blue intelligence learns that 2 Red regiments remain. At

the satue Lime, the strength of the Blue force is 4 giments. We wish to

assess the THOR index.

Analysis # 1. If we assume no governing combat law, we estimate the deriva-

tive directly from the data, obtaining

(7) T(u(5),v(5)) = 2 4 = 4

Analysis # 2. If we assume a Lanchester Law of the form

du c1uqV

(8)

¶dv VP
Ldt 2

where 0<q < l and 0< p 1, then

126



(9-12 -2 _-P~~

(9) 2 -- q c. 2 - p \2 - q c2

and

"2IU-q i •
(10) T(u(t),v(t)) 2 ev-p" :-

Now, Blue wins if and only if

(n-) V C -.-q >

or; equivalently:

(12) T(u(t),v(t)) >

2-p

Below we show Table I demonstrating 2- ance values for various values of

p and q using the data from the hypothetical combat example.

TABLE I

p~q--o •p=1, q=o

c• 2 2 4
ci39

5T 4 3-
9

It is interescing to note that the T values for each of the model assuinp-

tions agree closely with each other and with the earlier value in which no

model assumptions were made.

The generalization of (3) to the multiforce case presents some problems

since an ineffective subforce with good protection would receive a higher

coefficient than a subforce which fights effectively but sustains casualties.

We have not yet completed our study of the coefficients for the multi-

127



component case, but will present two further possibilities.

One is to employ a Delphi procedure (i.e., to use the pooled judgement

of military experts), and the other is an. analytic determination of the.

effect at time t on each component of one side of a change in each initial

component for the other side.

In both cases we let

a,,(t) = easure of a change in vi(t) induced by a change

in uj (0)

(13)

bil(t) measure of a change in uj(t) induced by a change

in vj(O)

Then, we would define

aj(t) EZ w31(tall(t)

(14)

Lbi(t) = Zj zij(t)b •(t)

where the w, and zt• are weights to be assigned. The simplest case

would be nw8 =mwU = 1 for all i and j . A more attractive possibility

is

(15) w

• z 14 zj = E , a jt /ru akt"

In the Delphi case we could let

a, (a,, + a~'1-)/2

where a,, a, are respectively, the averages of the experts' answers to

thc two questions (1) "What would be the expected incremental destruction by
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the end of the battle to Red subforce i if Blue subforce j is increased

by one unit" and (2)"What would be the likely decrease in destruction by

the end of the battle to Red subforce i if Blue subforce j is decreased
I

by one unit" . Here the phrase "end of the battle" means the earlier of the

times at which the two battles under consideration end. The definition of

the b.3  is strictly analogous. The values of aj1  and b13  thus obtained

are not functions of time, but they do depend on the "initial" force vectors "

u(O),v(O) and hence would need to be determined for a broad spectrum of

"initial" forces.

In the second (analytic) approach we wish to define a partial derivative

of v3  with respect to u1 (O). If we assume that each component of u and

v depends on time and the starting force vectors u(O),v(O) we may write

(16) u(t) h(u(O),v(O),t)

Let eq denote the p-th basis vector in q-space. Then we define

) vl(t) k(u(O) + -gS,v(O),t) - k(u(O),v(0),t)
~a, 1 (t) ~u()=lim= •u,(0) -C

(17)1
I bu,(t) lim h(u(O),v(O) + -e.-,t) - h(u(O),v(O),t)

Lbl3 (t) =vO Irbv• (0) T-0 T

These functions a,,, b,, have the common property that they all vanish

for t = 0 (since no change in one initial force vector can have any effect

on any component of the opponent's initial force vector). This implies that

T(O) is formally indeterminate. However, lim T(t) may very well exist and

be calculable,especially if u and v are defined via differential equations

(e.g., a heterogeneous Lanchester model).
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We postpone consideratLon of the general case and illustrate (17) for

the situation described by equations (8) above. We get

(u'ca a caxzp.V,,]/(2-q)U = (v) =u 2-q +(V2p v0Pi

(18)

2 c1Lv'0u) f~ + .ý (U- 2-q]

Now, from (8) we get

dv

du

IrI
(19) d*

= - -c 1 + eur=u0

Seaatn variables arnd integrating weget0

dv

If we differentiate (20) with respect to u0 (using Leibnitz' rule for

differentiating a definite integral) we obtain (cf (17))

(U1 0  U--u dv*
(21) 7J v * )So(v)- 0,

and hence
v

(22) a(t) • v = (v)u

Now
(23) ira =(vg (Vo)Uý-q) 0) 0(0)

(23) 4(0) :__

Similarly
ýv qu du*

(24) b(t) u P(u)v -p du,
uO ()v 0  P W3
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- M,.

SM!

and

(25) liurn t =.( .)
t-.o t vo

Now

(26) T(t) a(t)u(t) (a(t)/t)u(t) .

=b(t)v(t) = (b(t)/t)v•(t)

so that

V 1q

(27) T* =lim T(t) 0(O) C2 Uo

C,(0) cl Vý-

This index T* has the disadvantage that when p q = I it is independent

of the initial force structure.

We may prefer, by analogy with (3) to redefine a(t),b(t) as the square

roots of the partial derivatives 6v "u . This leads to the new index
auo ' 6vo

I-. .. .,. ,"-, u- I. .

(28) T**( = - ) -- .V -'v

which is the square root of the index given in (10). Using this new index

T** the bottom row of Table I would read /i- , 2, or approximately

2.3, 2, 1.9.

Another problem to which we hope to address ourselves is a consideration

of cases in which it is not assumed that the battle proceeds until annihilation

of one of the sides is achieved. A more reasonable analysis might be based

"on the following formulation.

Let z(t) = (u 1 (t),...,u 3 (t), v1 (t),...,v4(t),t). Then Rr"'= is

partitioned into the four regions:
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CEB z(t)I Blue (but not Red) abandons the combat)

CR (z(t)j Red (but not Blue) abandons the combat)

CBR = (z(t)I Both Red and Blue abandon the combat)

C = (z(t)t combat continues)

This would suggest as a combat index

D = Prob(z will cross from C to C )

+ j Prob(z will cross from C to CB)

An alternative index is suggested by the combat example given earlier in

this note. Suppose that in that example, Blue is willing to fight only until

its force has been reduced to three regiments, but Red is willing to fight

until its force has been annihilated. Then

-II

(tu - t) = 0 --u
du

dt
-2

(tv -t) 0 d
dv

Using the numerical estimates for the values of L and L obtained

(without model assumptions), we have

T' t- - -2
t- t ( _2\ 2\

Usint T' as an index, we would say that Blue and Red are ncw on a parity

as to who will hold the field at the end of the engagement. Thus, in a

sense, willingness to accept high casualties may increase a side's combat

effectiveness.
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DECISION RISK ANALYSIS FOR RESEARCH AND DEVELOPMENT

Dr. John D. Hwang and Dr. C. Richard Shumway*
U.S. Army Air Mobility R&D Laboratory

Ames Research Center, Moffett Field, California

SUMMARY

This paper examines decision risk analysis for the management of
technology-oriented research and development. Two stages are proposed:
(1) A local decision risk analysis to insure research objectives are
accomplished; and, (2) A gxobal analysis to allocate limited resources
optimally. An operational definition of risk for military R&D is derived
in terms of the classical statistical risk definition. This definition
follows a natural hierarchy from research projects to project outcomes,
contributions to technologies, and military utility. Data are collected
from both scientists/engineers and managers without compromising their
subjective evaluations. More significantly, this paper points out the
very natural tie between risk analysis and R&D resource allocation.

I. INTRODUCTION

In July 1971, the Department of Defense Directive (DODD) 5000.1,
entitled "Acquisition of Major Defense Systems', was officially released.
Subsequently, several key defense officials describedthe roles and imple-
mentation plans to such a directive (Defense Management Journal, 1971).
For a research and development laboratory which is primarily involved in
basic research, exploratory development, and portions of advanced development
through the demonstration of technology, the objective is to establish a
strong and usable technology base auid to transform ideas and technology
into defense systems which fulfill defense needs. Major guidelines in
DODD 5000.1 which are directly relevant to an R&D laboratory include the
following:

a. Establishment of a strong technology base.

b. Needs and requirements matched with technology.

c. Trade-offs made on cost, time, and capability.

d. Optimal resource allocation ensured.

e. Risk assessment carried out.

R&D management is, of course, constantly hampered by many constraints,
imposed primarily by the limited available resources. On the one hand,

*Assistant Professor of Economics, North Carolina Stat "Tniversity at

Raleigh.
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the R&D community is directed to establish a strong technology base. on
the other, the R&D efforts are restricted by limited available resources.
Consequently, R&D management is faced with two major problems: (1) For
each research project, will the research objectives be accomplished by
the project layout?; and, (2) How are limited resources to be allocated
among all R&D efforts? In view of the great emphasis on the subject
"decision risk analysis" throughout the Department of Defense since 1969,

this paper has the objective to show that decision risk analysis assists
the decision-makers in R&D management in handling the above problems.
After some preliminary remarks on decision risk analysis, we exhibit a
methodology of decision risk analysis which attempts to answer the tirst
question. In Chapter III, risk analysis is properly interfaced with the
resource allocation problem which addresses the second problem. We conclude
this paper with some suggested areas of tesearch.

Since the inception of the subject of decision risk analysis, a major
problem has been the lack of a generally accepted set of definitions; and,
as a result, the methodology to conduct such an analysis is muddled.
Intuitively, it is clear what risk means; for instance, a model was
constructed by Aerospace Industries Association (1969) which portrays the
conversion of unknowns to knowns relative to the progression in the materiel
acquisition process. Two types of unknowns are highlighted which affect
the three key dimensions of cost, time, and performance of any materiel
system or process: known-unknowns, and unknown-unknowns or "unk-unks".
Attempts were made to resort to allied areas such as systems analysis/
operations research, statistical decision theory, utility theory, etc.,
to define decision risk analysis. With very minimum DOD guidance (Packard,
1970) that the intent of risk analysis is to reduce program risk by formal
risk assessment of technical problems, system and hardware proofing, and
risk avoidance trade-offs, risk analysis was then blessed with a "catch-all"
definition:

"A disciplined process, essential to program decision making, involving
the application of a broad class of qualitative and quantitative techniques
in analyzing, reducing, and assessing uncertainties associated with t•e
realization of cost, time, and performance goals of large-scale military
projects."

In spite of the situation, decision risk analysis evolved rapidly.
Risk has been introduced as a fourth dimension in addition to cost, time
and performance, and risk analysis has been envisaged as "systems analysis
of risk" (Hwang and Arnett, 1970). Some prototype risk analyses were
carried out and are found in Uwang (1971) and throughout the U.S. Army
Materiel Command.

The U.S. Air Force Academy conducted a review of the subject and
proposed a list of candidate definitions as follows (1971):

Risk - Probability that a planned event will not be attained within
constraints (cost, schedule, performance) by following a specified course
of action.

1 34



Uncertainty - Incomplete knowledge.

Risk Assessment - A comprehensive and structured process for estimating
the risk associated with a particular alternative course of action; also
the product of such a process.

Risk Management - The generation of alternative courses of action for
reducing risk.

Risk Analysis - The process of combining the risk assessment with
risk management in an iterative cycle; also the product of such a process.

We propose to extend the definition to include the following:

Decision Risk Analysis - The formulation of risk analysis highlighting
alternative courses oi actions and consequences for purposes of management
decision-making.

This added definition is significant. If the analysis and results are
nor easily understood by the decision-makers, the reluctance of decision-
makers to trust such an analysis creates credibility gaps, and all is lost.

Methodologies and operational definitions have been developed in
numerous associated disciplines and are applicable to decision risk analysis.
Utility theory has been most helpful to quantify preferences. Gamble or
lottery techniques have been proposed to develop a priori probability laws
over the states. Additionally, the "Delphi" technique offers some possi-
bilities for magnitude estimation and collection of opinions. Quantification
of contractor risk has been proposed. An iso-risk contour generation scheme
was also developed (Hwang, 1970). Special simulation techniques that compute
time or cost variations include Program Evaluation and Review Technique (PERT),
Critical Path Method (CPM), Graphical Evaluation and Review Technique (GERT),
to name a fee.

II. LOCAL DECISION RISK ANALYSIS

In the consideration of a research project, a program is structured
with objective, approach, schedule, and resources needed. A basic question
that confronts the decision-maker is whether or not the research objectives
will be achieved by following a specified course of action with the planned
schedule and programmed resources. If not, what can the decision-maker do
to manage more effectively? He is in need of knowing possible outcomes
and consequences, to anticipate possible failures, and to have planned for
alternative courses of action. This kind of prior information can be
generated in part from a decision risk analysis with an assessment of
potential technical problems, consequences of failure, judgment as to
efforts needed to resolve problems, and impacts on schedule and total cost.
A generalized methodology has been proposed in the form of a closed
decision analysis feedback cycle (Howard, 1966) consisting of deterministic-
probabalistic-informational phases. In the following, let us consider an
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operational model involving a specific case of a V/STOL tilt rotor
research aircraft project (Hwang et al., 1972) jointly developed by the
U.S. Army and NASA.

The approach to the operational model subscribes to the standard
decision tree analysis (Raiffa, 1968) and consists of the following steps:

1. Aggregate all R&D efforts into major phases.

2. For each phase, identify potential problems, and assess probability
of occurrences. I

3. For each problem, evaluate consequences cf failure.

4. Enumerate means to resolve problems and attach probabilities of
success to each.

5. Estimate impacts on schedule and on cost.

6. Fold back for expected values (or apply Monte-Carlo simulation
for outcome distributions).

7. Check sensitiviy. I
The V/STOL tilt-rotor -iircraft under analysis features two large

diameter rotors mounted on tiltable wing-tip nacelles. The rotors provide
hover comparable to a helicopter but car tilt by rotating the nacelles 900
so that the rotors operate as conventional propellers for cruising. The
objective of the project is to develop a proof-of-concept de:onstrator and
research vehicle, and to show thuc current technology is adequate for the
development of a useful commercial or military V/STOL tilt-rotor aircraft.
R&D efforts are aggregated into the followiag major phases:

1. Engineering design and tooling
2. Bench tests
3. Ground test
4. Wind tunnel test
5. Flight test

Data were collected from technical personnel and revealed some thirty poten-

tial problems, some with high probabilities of occurrence. However, the high
probability of success in resolving all potential problems substantiates the
fact that there is a very sound technology base. The nnalysis provided the
project management with a probability of program success, possible cost
growth, and schedule delay for potential technical problems, and a basis for
contingency fund, as well as alternative courses of actions should the
potential problems occur.

We refer the interested readers to the study itself and do not elaborate
this local risk analysis in this paper, for the significance of this paper
rests in the global level.
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III. A GLOBAL RESOURCE ALLOCATION MODEL

A large number of specific models have been developed for resource
allocation among R&D activities, many of which are directed to Defense
R&D. Through various decision-rule and optimization approaches, they
purport to analyze certain data in a prespecified manner and suggest an
appropriate allocation of available resources. These models vary greatly
in scope and procedure. Some terminate with a rank ordering of R&D
projects; others attempt to allocate funds and/or manpower optimally.
Some are deterministic models; others incorporate stochastic elements.
Most are static; a few are dynamic. A number are constrained in focus
to economic evaluations; others are unrestricted as to type of variables
considered. A few attempt to derive the optimal size of the R&D budget,
but most assume the overall funding for R&D to be an upper restraint to
the decision problem.

The publication of these models is widely scattered, but there are
three basic references which briefly describe a number of them and provide
extensive bibliographic references to many more: Baker and Pound (1964);
Cetron, Martino, and Roepcke (1967); and Baker and Freeland (1972).

The following model is an innovative approach to the R&0 resource
allocation problem developed at the Army Air Mobility R&D Laboratory.
It is an adaptation of a basic model introduced by A.B. Nutt (1965),
includes a modified value function, also a piecewise-linear solution
capability, and formally incorporates risk.

Let us proceed first with a discussion of global risk. The classical
definition of risk as found in most standard statistics texts (DeGroot, 1970)
is:

p(Pd) = f L(w,d) d P(w)

Where D(P,d) is the expected loss or risk, of loss L(w,d) for any decision
d and outcome w with a probability distribution P on the outcome space Q
It is fairly standard to specify the loss as:

L(w,d) = - U [a(w,d)]

where o(w,d) is the reward for each decision d and each outcome w, and
U is a utility function on the set of rewards. Since we are interested in
choosing a decision d which minimizes the risk, Bayes risk p*(P) is a
possible candidate which is defined as the greatest lower bound, "Minimum",
for the risks p(P,d) for all decisions d, i.e.,

p*(P) = g.l.b. p(P,d)

For a discrete outcome space, the risk definiticn is as follows:
p(P,d) = - E U [a(wj,d)) p(wi)

w1 f

where p(w) is the probability density function corresponding to P(w).
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Let us inteipret the above definition for a research and development
laboratory management. The simplified diagram below depicts the basic
hierarchy from R&D projecIs to the missions.

Research Probability Project Outcome Military
Projects of Outcome Outcome Contribution Utility

Occurrence _

Pll Wll a(wll,d) UI1

xi&O 11 P12 w1 2  c(wl 2 ,d) U1 2

P13 W13  c(W1 3 ,d) U1 3

X z P21 w21  c(w 21 ,d) U- 1

-2P22 w22 •(w2 2 ,d) U2 2

Assume that local decision risk analyses have been conducted on
individual projects. These analyses have resulted iii a plan of work
at alternative funding options which minimizes the risk of failing to
achieve the project objective(s). One possible resource allocation
decision d includes the subordinate decisicn to fund a given project

X at a particular level. Corresponding to this decision is a set of
probabilities (P1I, P12, PI 3 ) of pioJect outcomes (wll, w12 , w1 3 ). The
anticipated contribution of each possible outcome to technology objectives
is measured by a(wil,d), a(W1 2 ,d), and N(W13 ,d). The overall military
utility of achievement of the technology objectives is reflected by the
U11 , U1 2 , and U1 3.

To further clarify the diagram, we consider the case of air mobility
research and development. The basic missions of air mobility are intelli-
gence, fire power, mobility, command, communication and control, and
logistical support. R&D projects are carried out in the development of
technology areas of aerodynamics, structures, propulsion, militarization,

support, avionics, weaponization, and system synthesis. A typical project
such as the V/STOL tilt-rotor research aircraft can have a number of
possible outcomes: successful tilt-rotor aircraft with desired flying
qualities, complete failure, or intermediate stages whereby certain
significant knowledge is acquired not previously known or predicted. Each
outcome reveals information which contributes to the technologies of
aerodynamics, structure, and propulsion. The information also has military
utility relative to the air mobility missions.

Associated with each project, we have tasks or work units with
alternative funding levels, scientific man-years, and test facility
requirements attached. Aggregate resource requirements and subset
requirements must fall within specified limits:
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1. Budget Constraints -

a. Combined task or work unit funding must not exceed the total
R&D budget. E C X < B

jk Jk Jk-

b. Reprogramming authority between program elements is restricted, A
after funds are appropriated.

Be- < Z Cjke Xjk<Be+e-- Jk: Jk Be
jk

2. Manpower restraints by manpower type introduce an upper limit on
the availability of certain groups of scientists, and a lower limit to
assure minimum capability if reduction-in-force takes place.

M < E M k < MX +
t - jk ijk- t

3. Test facility time requirements by type of facility may not
exceed their availability.

F < +
k Fjk fXjk -- f

The following symbols are defined:

e - program element B - budget
f - facility type C - cost
j - work unit identification F - facility
k - funding alternative M - manpower
t -manpower type X - work unit

To obtain solution, the global minimization model is couched in a
piecewise linear framework. That is, if two funding options are specified
with corresponding contributions and utilities, a linear combination of
the funding options is assumed possible with a corresponding linear
combination of contributions and utilities. Therefore, if multiple funding
options are specified, the computer algorithm is designed to select any
option or any point on a linear segment between sequential options. This
assumption permits solution of the problem using "separable programming"
or, if only one resource is constraining, "network analysis". The IBM
separable programming package for the 360-series computers is readily
available and has been used satisfactorily, as has a network program
prepared by Baker, Jarvis and Unger (1971).

The data collection phase consists of various distinct levels. The
laboratory technical staff and executive committee identify laboratory
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objectives, describe the most important products of each objective
desired within given time periods, and weigh the objectives relative
to military utility, or Army needs (U). Scientists and engineers
identify the possible outcomes (w) of project efforts and probability
of occurrence (p) at each alternative funding level (C) based partially
upon a local risk analysis. They also specify manpower (H) and test
facility (F) requirements by type at each funding option. They address
the outcome contributions to technologies as well (). It is important
to note that under this scheme, data are collected from both scientists/
engineers, and managers without compromising their subjective evaluations.

IV. CONCLUSION

In summary, we propose that decision risk analysis for the management
of technology-oriented research and development consists of two major
parts. A local decision risk analysis is conducted on each project to
insure that research objectives are accomplished. A global decision risk
analysis is carried out to allocate limited resources among all R&D
efforts optimally.

The global decision risk analysis model is one which minimizes risk
in terms of contribut.ýon to technology and military utility, subject to
resource constraints on budget, manpower, and facilities. Most signifi-
cantly, the risk model ts derived from the classical risk definition and
is totally consistent wiuh resource allocation models which maximize
expected military utility.

The global resource allocation model has been experimentally applied
to partial research programs at the U.S. Army Air Mobility R&D Laboratory.
A more thorough ex:periment preceding its implementation Laboratory-wide
will be conducted in the near future. A consistent rating scheme designed
to reflect the Laboratory objectives and military utility should prove to
be a challenge to any analyst.

Decision risk analysis is a valuable management decision-making tool
which systematically and simultaneously evaluates data which could not
otherwise be adequately analyzed. It is neither intended to solve all
management problems, nor designed to be an automated decision-maker. It
does encourage participative management throughout the organization.
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INTRODUCTION

The need for an organized, logically appeali.ng and easily
applied approach to risk analysis in major Research and Devel-
opment projects has been recognized for some time. Scientific
management techniques have been employed by the Department of
the Army (DA) and, more specifically, by the Army Materiel
Command (AMC) at all phases of the development, procurement
and production of weapons systems and materiel. DA Pamphlet
11-25, The Management Process for Development of Army Systems,
and AMC Regulation 11-27, Conceptual Model - Life Cycle Manage-
ment of US Army Materiel and AMC Official Milestones, provide
these detailed procedures and constitute a logical framework
for application of a formal risk analysis. Indeed these regu-
lations have assumed, explicitly, that a formal assessment of
risk is undertaken. However, the.role of risk analysis has
been understated and relegated to the whims of intuition and
subjective opinion - with disastrous yet highly predictable
consequences. Confronted with significant budget reductions
and increasing Congressional scepticism, the military decision-
maker must have a proven technique for assessing risk. This
tool should provide quantitative evaluations, at pre-defined
milestones, of the relative risk associated with pursuing
various alternatives. Lacking this his decisions will remain
vulnerable to attack and without authority. This paper has
been directed toward meeting this need. A viable technique
for formal assessment of risk, to be used in conjunction with
the Army Life Cycle Model, is developed and presented.

BACKGROUND

The problem of decision-making under uncertainty is not
a new one. It has been addressed by Pascal, Bernoulli and
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Bayes in the 17th and 18th centuries. However, applications
to real world problems were never seriously considered until
relatively recent times. The work of Morgenstern and Von
Neuman in this area provided a reinforcing influence to the
awakening interest in scientific approaches to management.

Making decisions while operating in the uncertain environ-
ment is the very essence of the management problem. Only
those problems involving uncertainty are of interest, and
they surely constitute the large majority of the decision-
making in the Department of the Army. It is in this area thatl the great challenges lie; and, accordingly, where the most
lucrative benefits are to be derived. For "the question is
not whether uncertainty exists, but rather in determining the
nature and magnitude of the uncertainty." (1)

Recently the literature has significantly expanded with
the publication of various bocks, articles and dissertations
on the broad subject of decision-making under uncertainty.
Increasingly, references to and explicit mention of the term
"risk analysis" have appeared. In its most general sense risk
analysis may be defined as "the broad class of techniques for
analyzing, quantifying and reducing the large set of uncertainevents that are inevitably associated with the realization ofI
time, cost and performance goals of large scale military
projects." (2) Obviously the approach need not be limited
solely to military projects; application to large civilian
projects is apparent. A more restrictive definition was that
given recently by Mr. David Packard, Under Secretary of De-
fense, "Risk assessment is a careful assessment of the techni-
cal problems involved and a judgement as to how much effort
is likely to be necessary in finding a solution that is prac-
ticable."

As noted previously risk analysis has received increasing
attention lately, both in literature and by decision makers at
the highest levels. No approach has yet been developed within
the Department of the Army to quantitatively assess and com-
pare the risk associated with pursuing various alternatives
in large Research and Development projects. This paper is
intended to fill this void by incorporating the concepts of
many papers, on the general subject of decision-making under
uncertainty, into a procedure based upon the Army Life Cycle
Model.

The Army Life Cycle Model provided the obvious base on
which to apply a formal risk analysis. It is a rigorous,
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well-documented and publicized management process. It closely
resembles the approach used in civilian ir'nstry. Within the
model, certain key decision points were i . tified as being
especially critical. At these milestones a series of perti-
nent questions were developed keyed to the nature and magnitude
of the many uncertainties associated with the project at that

t[ decision point. A scoring procedure was devised to reduce all
questions to a common measure of risk using weight and worth
functions (to be explained later). The system flexibilt yisf made possible by allowing the widest latitude in modifying
and changing the questions asked, and applying personal utility 4
values to the scoring. It is this feature, together with the
inherent simplicity and ease of application in providing quanti-
tative results that gives this approach utility.

DISCUSSION

The decision-maker in large scale military Research and
Development projects is generally confronted with four tyec"
of uncertainty. These are technology, cost, schedule a•id nemy
threat. This last uncertainty is normally regarded aý zng
beyond the control of the decision-maker and the most ssi-
mistic evaluation is usually taken as given.

It is generally accepted that the central problem in most
Research and Development projects is technology. Many experts
in the field, if such persons do in fact exist, will attribute
60 to 90 percent of overall project risk to technology, especi-
ally during the early phase of the project, concept formulation*
(3). However, it must be immediately recognized that the three
uncertainties of immediate concern, cost, schedule, and tech-
nology are interdependent. One may be reduced by increasing
either or both of the remaining, although the relationship is
not linear and will vary over different projects.

A considerable effort has been expended in analyzing and
estimating cost uncertainties in large projects. Costs over-
runs for many Air Force projects were classified according to
degree of technological advancement (4). A positive correla-
tion with initial technical uncertainty was obtained. However,

*While this theory has won generally universal acceptance Perry
takes issue. He states that technological uncertainty may not
be the significant factor in injecting risk, it might be un-
wieldy and poorly functioning organizations.
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even within a given technological advance class, substantial
cost variations exist. A Rand Corporation study has shown
that cost increases of up to 1,000 percent are not uncommon
and have even exceeded 2,200 percent. This can probably be
explained by the fact that military R&D efforts are inherently

riskier than civilian efforts, which tend to be short term,
safe and keyed toward modest advances in the state-of-the-art.
Additionally, optimistic bidding on military R&D projects ap-
pears to be the nature of the competitive environment.

The project manager has some means available for combating
technical uncertainty. The foremost of these would be pur-
suing as many feasible alternatives as practicable. Hence
he can keep his options open and remain flexible. Another
approach would require the use of prototypes in the develop-
ment stage. Many unanticipated problems can be quickly uncov-
ered if tested, proven prototypes are necessary prior to
entering production. Finally, the project manager can suspend
further operations and insist upon renewed efforts in basic
and applied research if technical problems continue during
development.

A manager's success is measured, to a large degree, by his
facility for rapid, accurate determination of the nature and
extent of these uncertainties. He must gauge their impact up-
on his program and immediately take measures to eliminate, or
at least reduce them. Early recognition of tenuous situations
is vital. Thus, any approach to risk appraisal must be geared
to early identification and isolation of high risk situations.
It cannot be valuable otherwise.

Previously risk assessment was a purely subjective judgment
by the decision-maker or his staff analyst. Perhaps the lack
of a formal, logically conceived approach was more responsible
for this situation than lack of awareness of the value of risk
analysis. A recent study has shown that decisions made by
business executives do not necessarily emanate from a rigorous
logical process (5). By failing to write out the facts, array
them in logical fashion, and examine the conclusions drawn,
these experienced decision-makers arrived at irrational deci-
sions. Thus it can be stated that any successful approach to
risk analysis must provide a formal, written, logically con-
sistent technique capable of early application in the project,
when correct decisions reap the most lucrative rewards.
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METHODOLOGY

The central problem is one of risk assessment. However,
prior to resolving this some other, more immediate, tasks
must be accomplished. As previously mentioned a systematic
procedure has already been delineated for management of large
military R&D projects. With this structure, the Life Cycle
Model, the actions and interactions of all applicable agencies,
Department of Defense, Department of the Army, Combat Develop-
ments Command, Army Materiel Command are specified from the
earliest stage of Concept Formulation through procurement and,
literally, to the retirement of the particular equipment from
the inventory. Certain critical milestones in the evolution
of the model are evident. These are points where rigorous
evaluation of the project status must be performed to deter-
mine whether continuing efforts, and hence deeper commitments
shall be made. At these milescones there is implicit recogni-
tion that a judicious application of risk analysis is required.
Early and successful application of risk analysis should poten-
tially yield the greatest benefit. Consequently, the milestones
chosen for formal application of risk analysis are:

1. Preparation of Proposed Material Need Technical Plan
(AMC Activity #16).

2. Advanced Development Plan (AMC Activity AD2).

3. Proposed System Development Plan (AMC Activity #28C).

4. Contract Definition IPR/SSE (AMC Activity 53).

The first three were chosen during the Concept Formulation
phase, the last occurs during Contract Definition. It should
be understood that these milestones were chosen as the junc-
tures where AMC interaction with the other major commands was
required. Essentially, this approach was developed for use
at the AMC Commodity Command level; yet, as the possible appli-
cation extends to civilian projects so also does it apply to
other Department of the Army commands. For each of these
decision points a series of questions was prepared. Divided
into three sections, each group was devised to expose and
isolate as much information as possible on the uncertainties
associated with technology, cost and schedule. The decision
maker can opt to remove or add questions as desired.

Armed with these questions, a means to reduce their answers
to a common measure of risk is required. Figure 1 shows the
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probable impact of each type of uncertainty upon risk during
project development. While these values are suggested for
use in this approach, others can be inputed if conEidered
more realistic in any specific application. Each series of
questions is assigned its contributing proportion to overall
project risk. In addition each question is assessed a weight,
"a numerical score ranging from 1 to 10. Weight is defined as
"a numerical evaluation of the impact of a particular quostion
upon determination of risk in relation to all other questions
in the same categories, i.e., technology, cost or schedule.

UNCERTAINTY PERCENT OF PROJECT RISK
DEVELOPMENT

CONCEPT CONTRACT AND
FORMULATION DEFINITION PRODUCTION

PERFORMANCE 80 - 90% 60 - 70% 30 - 40%

COST 5 - 10t 15 - 20% 30 - 50%

SCHEDULE 5 - 10% 15 - 20% 30 - 40%

Figure 1

When weights have been assigned to all questions, each
individual weight is multiplied by 100 and divided by the sum
of weights of the secLion it is in. This figure when multi-
plied by the section percentage of risk contribution resultsin the modified weight of the question. Now the impact of

the answer upon total risk is expressed in percentage form.
For example, Figure 2 shows three questions for each of the
major sections. Perce..Aage contribution toward risk is shown
as 70, 20 and 10 percent for zechnical, cost and schedule
uncertainties respectively. Each irdividual question has
a modified weight and the sum of all modified weights total
to 100 percent.

The approach to be used here makes use of a technique
wi.dely applied throughout Department of Defense and attributed
to Alain Enthoven (6). This is the BOP method in which an
uncertainty is treated by providing a range of possible values
from Optimistic through the Best single answer to the most
Pessimistic. If the answer to a question is unfavorable,
that is, tending to dimJi ish the -robability of successful
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project completion, then the total modified weight of that
question is added to the previous total of risk points
assessed. Unfavorable responses miy be aifirmative or nega- I
tive and should be intuitively obvious. No weight points are
assigned upon receiving a favorable reply. Each question is
posed until all have been answered. An overall risk deter-
mination, anywhere from 0 to 100, has been obtained and this
procedure can be repeated for any numiber of alternatives.
Thus various alternatives can be compared and ranked and the
basis for a logical choice exists.

-I

UNCERTAINTY QUESTION RELATIVE MODIPIED
% SECTION WEIGHT WEIGHT WEIGHT

70 Technology 8 8 x 100 =40 28

88 x 100 =40 28

4 4 x 100 =20 1420--

20 Cost 9 9 x 100 =45 09

7 x 100 =35 07
20

4 4 x 100 =20 04

10 Schedule 6 6 x 100 = 33 03

9 9 x 100= 50 05

3 3 x 100 17 02
12 i6 100%

Figure 2

So far, this approach gives one es;timate of risk for each
alternative. The Best-Optimistic-Pessimistic range is obtained
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by employing a worth concept. For some questions which either
are not entirely relevant or for which no single answer e-cists
or for which confidence in the response is lacking, a series
of rules is employed. To obtain an Optimistic estimate of
risk, a favorable response is taken to the specific question
during that pass and no weight points are added. Conversely
the Pessimistic estimate demands that during that pass an
unfavorable response be taken and weight points added accord-
ingly. To compute the best estimate of project risk an addi-
ftional modifier, Worth, must be defined. Worth is a measure

of the relevance of a particular question and/or the confidence
the decision-maker has in the accuracy of the response. It is
measured on a scale of 0.5 to 1.0. Questions considered
totally irrelevant should be disregarded, however, questions
which generate a wide diversity of answers should never be
cast out. The worth rating is multiplied by the modified
weight assessea the question. If an unfavorable response is
in question then the risk points added are the multiple of
Worth and Modified Weight. However, for favorable responses
the risk points added are the product of (1.0 - Worth) and
Modified Weight. In this manner the Best estimate of project
risk is compiled. Figure 3 provides an example of BOP scor-
ing for a simple, nine-question program. Obviously for those
questions, to which the decision-maker is assured of the
relevance and accuracy of the response, the Worth assessed
is 1.0. In these instances, the Pessimistic, Optimistic,
and Best estimates would receive the same value.

It must be recognized that the estimate of risk obtained
has certain limitations. While the results should be reason-
ably accurate and provide a meaningful basis for decision-
making, estimates should always be used for comparison with
ot er alternatives at the same milestone or with estimates
obtained at succeedinq milestones. Failure to consider all
the possible, pertinent questions could distort the results
obtained. In addition, bias can also be introduced by pre-
judicial weighting of the questions. Another potential hazard
could arise if invalid conclusions are drawn from a compari-
son.

EVALUATION OF RISK ESTIMATES

The utility of this approach, as explained earlier, to
the decision-maker is largely dependent upon the analysis of
the risk estimates obtained for the various alternatives.
In selecting his preference he has unfortunately, consider-
able latitude. There is no single, most powerful test avail-
able except for those rare and unimportant cases where
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dominance exists. Figure 4 shows the results of an analysis
where Alternative A is clearly dominant over the other strate-
gies.

ALTERNATIVE

A B C D E

Pessimistic 50 65 80 75 70
RISK

Best 40 55 50 65 60
ESTIMATE

Optimistic 30 50 30 60 50

Figure 4

The situation more likely to occur might be that shown in
Figure 5. Here no one alternative exhibits dominance over
all others.

ALTERNATIVE

A B C D E

Pessimistic 75 80 65 55 85
RISK

Best 40 45 60 50 80
ESTIMATE

Optmistic 30 10 55 45 15

Figure 5

However, Alternative E can be eliminated from further con-
sideration. It is clearly less desirable than any of the
other alternatives. Figure 6 lists various criteria for selec-
tion of the most desirable-aJ-ternative and ranks the choices.

CRITERIA RANK

1 2 3 4
Low Pessimistic D C A, B
Low Best A B D C
Low Optimistic B A D C
Low Average B A D C
Low Range B A D C

Figure 6
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Although numerous statistical tests are available, they
fail to provide conclusive results with available data at
meaningful significant levels (.10, .05, or .01). Insuffic-
ient data is yielded by only "sampling" three times from a
population. If a rigorous statistical test is desired the
decision-maker could require eight individual Best estimates
of risk for each alternative. It may not be illogical to
assume that on any large program eight analysts can be found
who could respond satisfactorily to the programmed questions.
Eight estimates on each alternative would provide enough data
to determine statistic-ally which alternative offers minimum
risk.

If it is assumed that the risk estimates were obtained
from sampling normal populations, with unknown but equal
variance, then the Students t-distribution can provide satis-
factory answers for small samples by testing two alternatives
at a time. It is recommended that the assumption of equal
variance be further tested using standard F-distributions.
If it is desired to test all alternatives simultaneously, and
the previous assumptions are maintained, an Analysis of Vari-
ance can be performed.

Non-parametric statistics offers tests which car be just
as powerful as those requiring the assumption of normality
(7). For this reason, the Wilcoxon test for the unpaired
case is recommended. In the Wilcoxon test samples from two
populations which are tested against an hypothesis of equal
means, are ranked numerically by size. If five estimates are
obtained for each alternative then the sum of the ranks is

Sum of Ranks = 10 x 11 = 55
2

A valid conclusion to be drawn from the null hypothesis is
that the sum of ranks of each alternative must be approxi-
mately equal. Consider the following example using data
from Figure 7.

ALTERNATIVE A ALTERNATIVE B

RISK ESTIMATE RANK RISK ESTIMATE RANK
48 39
43 8 36 2
38 3 42 7
45 9 33 1
41 6 40 5

Sum of Ranks =3 -6

Figure 7
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There are 252 possible ways of selecting 5 ranks from a total
o -. (CI 0 5=252). It is also possible to determine without

muc.. fficulty all feasible combinations summing to 19 or less.
There e 12 such combinations ranging from

1+2+3+4 + 5=15

to 1+3+ +5+6=19

Accordingly, the probability, given the null hypothesis, of
obtaining a sum of ranks ! 19 is

P = 12/252 = 0.0477

The null hypothesis could be rejected at the 5% significance

level. Alternative B would be preferred.

While tables are available for calculating probabilities
with larger sample sizes, the formal statistical approach,
both parametric and non-parametric, is inherently limited by
the difficulty of obtaining many qualified personnel to develop
"best" estimates of risk. There cannot be much reassurance in
relying upon this approach. The problem remains how to evalu-
ate alternatives each with a single range estimate of risk.

There is intuitive appeal in the philosophy which proposes
that quantitative results should only indicate the correct
choice to the decision-maker - not cause him to doubt his
strategy or change his goals. In other words, the decision-
maker should have decided upon his criteria a-priori and not
be swayed by how the numbers fall. That being the case, the
conservative decision-maker may opt to pursue "the lowest of
the Pessimistic" strategy - in essence, mini-max.

There exists persuasive arguments for selecting "the low-
est of the Best" estimate. Certainly it should be considered
at least as strong as either the Optimistic or Pessimistic.
The decision-maker favoring the strategy of "lowest sum of
estimates" would be confronted with the delemma, as seen in
Figure 5, of choosing Alternative B over A even though the
Best estimate for A is better than B. He could not be faulted
for disregarding this fact and reaffirming his choice of B.
However, he might resort to a sensitivity analysis to see how
Alternative A would be more acceptable to him than B. For
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this example a weight ratio of 3.0 to 1 in favor of the
Best estimate over Optimistic or Pessimistic would represent
the point where he is indifferent between both alternatives.
This is less than the ratio of 4.0:1 proposed by Best (8)
who favors the weighted average approach. In comparing
alternatives A and B they would be measured accordingly:

A B

75 x 1 = 75 80 x 1 = 80
40 x 4 = 160 45 x 4 = 180
30 x 1 = 30 10 x 1 = 10

265 270

Figure 8

and A selected as having the lowest weighted average. This
procedure is based upon assuming a Beta distribution and is
widely used throughout the Department of Defense.

In summary, the following recommendations may be made
concerning evaluation or risk estimated:

1. Always check for dominance.

2. Whenever possible attempt to obtain sufficient (at
least six) independent Best estimates of each alternative to
enable a non-parametric statistical test to be accomplished.

3. If #2 is not possible, determine a strategy and make
the appropriate decision. Attempt a sensitivity analysis to
assess the limits to which the decision will remain unchanged.
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VERT - A Tool to Assess Risk*

Gerald L. Moeller, P.E.

U.S. Army Management Engineering Training Agency
Rock Island, Illinois

VERT, an acronym for Venture Evaluation and Re- the development of a more formalized decision
view Technique, is a mathematically oriented saim- risk analysis.
ulation networking technique. It is used to assist
management in the decision-making process in- I. Description of VERT Process
volving risk assessment of an on-going project or
any new Government or business venture. VERT VERT is a network tool which utilizes simulation
enables the user to create a fourth dimension of ar a means of deriving solutions. It has an ex-
risk which is the common measure used to inte- tensive array of logical and mathematical fea-
grate the three principal dimensions of time, cost, tures which makes it possible to analyze complex
and performance. With this technique, time, cost, systems and problems in a less inductive manner
and performance are the exogenous variables that than traditional methods. When using this tool,
control the values the endogenous variable "risk" the user can expend more time on individual com-
assumes. An extensive array of operands facili- ponent time, cost, and performance analysis
tates the capability to model real time decision rather than developing the interaction among corn-
logic and enhances the exploration of conditional ponents. The extensive number of operands
multivariate situations whih defy ready mathe- available removes the inductive headaches from
matical analysis. Decisions within the network modeling component interaction. These operands
can be structured singularly or jointly on time, or enable the user to explore conditional nonlinear
cost, or performance basis. Classical discount- multivariate situations which defy ready mathe-
ing of cash flows formulas are also utilized. matical analysis. VERT enables the uner to cre-

ate a fourth dimension, "risk,' which is used as t
a common measure to integrate the three princi-

VERT is a tool used for constructing cost, ached- pal dimensions of time, cost, and performance.
ule, and performance analysis models of Govern- Risk is the endogenous variable being controlled
ment and business ventures. This tool is designed by the exogenous variables time, cost, and per-
to systematically assess the risk involved in un- formance.
dertaking a new venture or in the planning, moni-
•oring, and evaluation of on-going projects and VERT has two parts. Part one consists of con-
programs. structing a graphic network representation of the

project. Part two consists of analyzing that net-
During the last four to six years, business schools work through the use of a computer program.
and a handful of companies have been teaching and
using statistical decision tools to aid in project Figure 3 is an example graphical network repre-
planning and review efforts. In the Defense indus- sentation depicting elemental activities, events,
try, these efforts have been more formalized into and real time decisions. Real time in this con-
a decision risk analysis function (Packard, 1970). text has the following connotation; the decisions
The literature contains many examples of analysis made within this mathematical simulated net-
and tools used in these efforts. Charnes (1966), work would be the same as those the manager
Elmaghraby (1966), Pritsker (1966), Kaufmann & on the job would make, given the time, cost,
Desbayeille (1969), Schlaifer (1969), Raiffa (1970), and performance values derived by the network
Robinson (1970), Hwang (1970, 1971), Hwang & for eacn of the various decision alternatives
Banash (1971), etc. contain only a few of the many proved to be the same as those encountered in
excellent examples of the current processes used the actual project development.
by business and Government to reduce the uncer-
tainty involved with a new venture or in monitoring In the VERT system, project activities are repre-
an on-going project or program. VERT incorpo- sented by arcs, and events or milestones are rep-
rates many ideas the above authors contributed for resented by nodes. The arcs and especially the

*VERT will be published in the 1972 Technical Papers of the American Tnstitute of Industrial Engineers,
Inc. and will be presented at the 23rd Annual Institute Conference and Convention of the American
Institute of Industrial Engineers to be held in Anaheim. California, May 31 o June 3, 1972.
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nodes are used to create the real time decision XI represents A time, cost, or performance value

capability. Therefore, the flexibility and array previously derived within the network. C1 and C2

of capabilities structured in the nodes and arcs are inputted constants. C1 is an ordinary multipli-

become a very critical consideration when at- er of the transformed variable while C2 ir used to

tempting to model an unusual decision situation. transform X, to X2 .
The author's intcnt is to strike a balance between
h,.ving enough features available to efficiently The functional modeling available in VERT will en-

model any decision situation versus over burden- able deriving time, cost, and performar~ce values

ing the %tser with features to the point that only for each activity as a function of the fol'owing:

technicians can cope with this tool. (i. e., XI can be any of the following previously
derived values) (I) node (event) time, lost, per-

While pictorially describing the project in terms formance values (2) other arc (activity) time, cost,

of the VERT operands, numerical values for performance values (3) tine, cost, performance

time, cost, performance, achievement and event of the given activity. (A parameter must not be

probabilities are assigned to the various project dependent upon itself and there must be a depend-
elements. Procedures useful for eliciting data ency hierarchy established among these three

have been suggested by Dalkey (1970), Northrop principal parameters.) To aid stochastic model- J

(1970), and Raiffa (1970). The numerical values ing, VERT has 10 statistical distribution input

assigned must be measured in a consistent man- options which are as follows: (I) constant,

ner throughout the network. Time cannot be laid (2) uniform, (3) normal, (4) triangular, (5) er-

out in terms of weeks in one section of the net- lang, (6) lognormal, (7) poisson, (8) gamma,
work and in terms of years elsewhere. Like- (9) beta--3 or 4 parameters, or (10) any distri-

wise, cost must be measured in identical units bution, entered as a histogram approximation to

as ten, hundred, or thousand dollars, etc. the probability density function.

throughout the network. Performance can be
expressed in terms of any meaningful index such The degree or extent a project needs to be seg-

as horsepower, weight, reliability, utiles, re- mre.ated into activities and events is a function of

turn on investment, quality appraisal, systems available data and the results desired, Sonme man-
worth, etc. agers prefer to estimate parameters for entire

modules or higher level work packages, rather

Time, cost, and performance for each activity than estimating parameters for the smaller ele-
can be jointly or singularly modeled as a func- mental items in those work packages. Problem
tional relationship with other time, cost and per- size sometimes has a bearing on the way the net.
formance parameters in the network and as a work is structured. If a problem is large, it is

stochastic variable. This dual capability enables often advisable tc construct lower level networks
modeling the functional relationship portion of a (subnetsj of major modules. The histogram in-
regression equation among key parameters in putting capability for an activity's time, cost, and
the network and additionally modeling the sto. performance enables stochastic substitution of re-
chastic residual. VERT has the following 14 suits from lower level subnetworks into a higher
transformations to aid in the task of expressing level network.
functional relationships among the key parame-
ters. Part two of the VERIT procedure consists of ana-

lyzing the network through t0 .se of a computer
No. Transformation No. Transformation program (Moeller. 1972). . . rks arc con-

structed so that various co .aations of alterna-

I C1Xl ")X 2  9 Cl[LoglO(C2X 10)lX 2  tive activities could occul .o make a project suc-

1essful. The computer program explores alter-
•C1 (I/XI--•X2  10 CI[Sin(C 2 X 1 )]-*X nate ways of completing the project through the

technique of simulation. Upor. simulating the net-
3 CI(X 1 + C2 )--3X 2  II CI[COs(CzX1)]-'OXZ work a sufficient number of times, the computer

program prints out the following node time, cost

4 CI(X 1 - C)--*X2 1Z CI(Arrean(C2 X 1 )J-i.X 2  (disccunted, if desired), and performance infor-

C(1 mation:5C I(xIC )-).-X2 13 X,1 _.CZ: C1Xl -.. X• .

X otherwise I. Pictorial histogram approximations to the
6 C "(C")--PX C 1C2 -X probability density function.

7 C1 (eC )-4X 2  14 XI ?_ CZ: CIC--30X? 2. Pictorial histogram approximat-'ons to theotherwise cumulative density function (see Fig. I, cell

8 CI(Loge(C2 X1 )]-*XZ CIXI -X 2  data are printed on the page following the histo-
gram printouts).
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4. Standard deviation.
VERT prints out a bar graph of terminal node aut-

5. Coeffacient of variation. hlartin (similar to Fig. 2). It is through the uce
of this printout that the project risk can be as-

This information is displayed for all Internal certained. The usual form a decision risk- analy-.

nodes, intervals between nodes, and terminal sis network takes is that of having one or several

nodes as requested. In addition, all terminal termin.,l nodes collect successful project com~ple.
node time, cost, and performance data are conm- tions, and one or several terminal nodes collect
hined to give a compoqite terminal node time, unsucces.sfaa project completions. Realization of

cost, and performance printout. ti~ese various terminal nodes compared to the to-
tal number o.f iterations gives an indication of

The histogram printout of the probability densi- projecL success or failure. The program next
ty function provides a picture of the range and prints out a critical path index for nodes (see

concentration of tine, cost, and performance Fig. 2) and arcs (similar to Fig. 2). Since dif-
values. Probability of exceeding certain value ferent stochastic paths can be realized in the
levels can be obtained from the histogram process of simulating the network, the critical
printout of the cumulative density function. The path tends to change. Accordingly, the program
mnean indicates the center of th'- distribution compaites the proportion of time each arc and node
while th~e standard deviation giv'es an indication is on the c-itical path. These critical path options
of the overall spread of the distribution. Lastly, facilitate making sensitivity and crash program

*the coefficient of variation enables a? inferenc.' analysis.
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terminal nodes. The program continues to the forniance values assigned are zero.

next iteration repeating the preceding steps.
If the input logic for the following nodes is not sat-

B. Operands 
is'ied, all output arcs will be logically eliminated.

The basic building blocks (operands) of VERT are Z. L "And" - This input logic requires

nodes and arcs. They are the vehicles used to ex- A all input arcs to be successfully

press the unique aspect, of a project. Their hinc- D completed before the netvork flow

tional relationships are so interdep~endent that it is can cnntinue through this node.

nearly impossible to describe the functions of one The time value assigned to this

without describing some aspects of the other. Arcs node is the maximum path time of all the input

perform two functions in the networiý: the primary arcs. Cost and performance values assigned to

function is to represent project activities and sec- this node are computed as the sum of all the re-

ondary to perform a logic function within tle net- spective costs and performan'nes of each input arc.

work. When an arc is used in this latter capacity

only, it is referred to as a transportation arc. Ev- 3. "Partial and" - This input logic

ery arc in the VERT system is characterized by requir..s all input arcs to be suc-

the following: 
cesshilly completed or logically

elimir-ted from the network. If

1. An arc name 
at ieast one input arc has been

i. The name of its input node buccessfully completed, network flow will be al-

3. The name of its output node lowed to continue through this node. The time

4. P-obability of arc completion value assigned to this node is the maxirnum path

time of all the successfully completed input arcs.

Transportation arcs require only the preceding Cost and performance values assigned to this node

four attributes while arcs representing actual ac- are comiputed as the sum of all the respective

tivities require some of the following items: costs and performanc.s of each of the successful-
ly conmpleted input arcs.

5. Separate equations (structured via thetransformations built in VERT) for activity time, 4. "Or'. - This input logic requires

cost, and performance. 
all input arcs to be successfully

6. S t vcompleted or logically eliminated

6. Stochastic variates for time, cost, and t~om the network. If at least one

performancq. 
input arc has been successfully

c n•mleted, network flow will be allowed to con-

Nodes having Filter 01, k, or k3, and time/cost! tinue through this node. The time and perform-

performance probability output logic, which are ance values assigned to this node are the time

later discussed, require output arcs to car-y the and perfourmance values carried by the input arc

following additional information: Iaving the minimum path time. The sum of all

the path costs of each of the successfully com-

7. Filter isl - upper and lower limits on tiie pleted input ares is the cost value assigns, to the

and/or cost and/or performance. 11td"

8. Filter sZ - upper and lower limits (n the Tie following six output logics 4,vailable for spl;t

number of successfully completed input arcs. nodes %ill be utilized only when the input logic

can be successfully executed.

9. Filter #3 - name,5 of other arcs accompa-

nied by an indicator. I. ' "T erminal" - This logic is used to
end the network.

10. Time/cost/performance output og;c-proh-

ability distribution(s) possibly requiring time/

cost/performance boundaries.

There are four basic input logics available for the 2. • "All" - This logic will simultane.

split-logic nodes. These logics are defin * as ously initiate all output arzs ema-

follows: 
L nating from this node.

I. "Initial" - This input logic is used

to start the network. Multi!- .,,-

itial nodes may I-: utilized In a

, Time, cost, and per
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3. Time Probabilistic" per and lower time and/or cost and/or perform-
ance boundaries. If the node time and/or cost and/j or performance lies within the constraints placed
on a given output arc, that arc will be initiated.
Otherwise, the arc will be logically elimin ited
from the network. N-I of the N output arcs must

C.1 "Cost Probabilistic" have constraints placed on them. The Ntl- output
arc must be entirely free of any conptraints. This
arc functions as an escape arc in the event the con-
straints of the other output arcs have been violated.
The escape arc will be logically eliminated from
the network if at least one constrained output arc

"Perforiz.nce Probabilistic" is initiated. Boundaries for the constrained out-
AIgI put arcs can be (I) overlapping, (Z) continuo is, or
Ii0 13) non-continuous, i.e., having gaps. This node

ca. be processed with one, Iwo, or three con-
stra:•its simultaneously being employed. Most
large-scale projects have time, cost, and per-

E -ch of the three preceding logics will initiate t;aly formance constraints which should be ob. erved. It
one output arc. Arc initiation is accomplished is appropriate to use this logic to filter off those
probabilistically and can include a time/cost/per- simulation iterations which do not fall within the
formance 1iasis if desired. The probability-time/ limits of tbe time and/or cost and/or performance
cost/performance dependent situation enables in- constraints.
putting three different sets of output probabilities
of initiation separated by two ti--ie/cost/perform- 7. _:5 "Filter 02' - Th2r output logic is
ance boundaries. These boundaries create the nearly the same as FLT I ex-
three regions where the three probability sets ap- P, cept for the following faetý-: (II
ply. If the time/cost/perfornance computed for Only one constraint rather thin one
the node lies between zero and time!cost/perform- to three constraints can he nlaced
ance boundary one, the appropriate tirne/cost/ cr the output arcs. This constraint consists of an
performance domain is region !. Probability bet upper apd lower bounds on the number of input arcs
number I will be utilized it- this case. Likewise, realhzed by thiq node: and (2) only PAND input
if the node time,"cost/performance lies bctwe-n logic may be employed with FLIr 2 output Iokic.
time/cost/performance boundaries I and 2, the FLT 2 output logic is useful in construitirr testing
appropriate time/cost/performance domain is re- situations.
gion 2 and probability set number 2 will be utilized.
Lastly, if the node time/cost/performance lies be- s. "Filter v3 - This logoc w-ll ;-itiate
vonI the time/cost/performance boundary number one or a multiple number )! Jutptit
2, the appropriate time/cost/perfermance domain arcs. The criterion for initiatino a
is region 3; probability set number 3 will be uti- given output arc is based on :oantly
lized. :;atisying all the arc c ompletior.

constraints placed on it. Otherwise, the arc will

If time/cost/performance conditioning is not re- be logically eliminated fro)m the network. Thcse
juired, only nrobability set 41 needs to be speci- constraint! are specified by listing the arc names
fied. Lil-ewise, if it is deemed that two probabil. and attachng i plus -r a minus to these names. If
;ty sets separated by one time/cost/performance a plus is attached to the arc name, this constrain-
boundary fih the situation, a single time/cost/per- ig ar. -ust have been successfully completec.e-

formance boundary point and probability sets #I fore the output .rc bermg constrained can be ;niti-
and 2 are requiired. The probability-tnne/cost/ atec. If a minus is attached to the arc name, this
performance dependency capability is utilized in constraining are must have been t:nsuccessfiilly
soa.-tions where the , hances of events happening proce.sed or logically eliminated from the netkork
deper.d upon the time/cost/performance realize ] before the output ,,rc being constrained can be mi-
at key milestones within the network. tiated. N- I of the N outpit arcs to this nose must

have from I up to 15 arc completion constraints
6. ._q F rilter I1" - This logic wili initiate plated on then. The Nth output arc is an escape

one or a multiple number of iutput arc which will be initiated only in the event the
arcs. The criteria for initiating other N-I arcs fad to he in;tiated. The e;cape arc
output arcs is basei on jointly or will be logically eliminated from the network if one
singularly satisfying time, cost, anid or more constrained output arcs are initiated.

performance constraints placed on arcs emanating This outaut 'ogic is especially useful for situations
from this node. These constraints consist of up- where successfil completioi. of Trior activities or
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the failure of prior activt!ies requires tie initl- will bD logically eliminatec, from the network ex-
tioi, of other a.ctivztic, positioned fiirther )a in: the cept the e.-cape arc. which will then be initiatel.

network. 1). If all the input arcs fail to be successfully

For the preceding split logic nodes, time, cost, completed, the escape output arc will be initiated.
and periormance ',alues assigned to outpot arra
consists of the sum of the time, coit. arnd pe-- If the zscape arc is initiated, the time value as-
formance values derived for those activities nlu. signed to this node is the maximum time value of
the time, cost, -and performance values ass-igned all input arcs which have not been logicallh elim-
to the input node. irated frcm the netwo.A'. Node cost is the sum of

all p.,th cost values of each of the input arcs which
There are four special nodes having unit logic have no, been logically eliminated from tie net-
rather than having separate input vi outdut logic, v'orx. TIe performance value assigned to the node
They require an indication of how mtny output under this failure condition is zero.
arcs are desired to be initiated. This number is
indica-,d in actual network drawings where tihe 2. PTCPLE-* "Fartial Time Cost Performance
pound sign appears in the small pictorials accoum- . Link Escape" - This logic is the
panying these definitions. same as TCPLE except that the

number of output arcs iiti,,lization
I. TCPLE-* "Time Cost Performance Link Fs- request need noc be fulfiled entire-

cape" - This noc.e has N input arcs IV. If one or more input arcs have been suc'ess-

coupling with one particular output fully conpleted, at least one corresponding output

arc. Additionally there must be arc which linKs with a successfully completed in-
one uncoupled output arc. This arc put arc will be initiated. ,ie escape arc will only

plays a role comparsble to the role played by the be initiated when all inpt .:* L to this s.ide fail to
escape arcs in the previousl;- dafined filter output be quccessfully completed.
logic. Execution of this node can be accomplished
in one of two ways depending upon the input speci- 3. PLE-* - "Preferred l~ink Escape - Has the
fication and the internal network action. same physical r-akeup as the

TCPLE node. The oeily difference
a. The number of output arcs initiated depesids hetween these two nodes is the

apon how many input arcs were successfully com- logic used to select an output arc
pleted and oui how many output arcs were desired "or znutialization. The logic in PLE requirec that
to be initiated. One or all or a subset of al' the tnu first output arc h given preference over tie
linked output arcs may be initiated. If tnere are second and the second be given preference over
niiore successfully crnpleted :nput arcs than therp the third, etv. Thus, the criterion !or geier'ion
a,'e output arc initialization requests, the follov,:e is preference, not time, rost, or per',,rmn,'e.
selection logic is utilized. Those output arct .%iil A. cortungly, the only thing tl.at wkl pN ievent iut-
be initialized whose corresponding input arcs forni pill arc num;iber I from being initialied is that its
an optimal subset. Optimal subset selection (an c'rre.-sponding input arc failed to be svccessitullv
be based on mini-mum total path time, cost, or comlnlete'h.
maxi-num path performance, or the best welghteo
combination of these three factors. The re'ain- . PPLE-0 'Partial Preferred Link Escape -

ing output arcs wilt be logically eliminated fr,ii F-1 i'hls logic is analagous to Pi.LE as
the network. PTCPLE is analagous to TCPI.E.

(The namber of output arcs initial-.
The time value assigned to this node is th- n'axi- L.. ization request need no: be fullfled
murm time value renuired by the most time ('n:sum- ,'ireA.
ing arc in the optirmum input arc subset if iu-e is
used as the only decision criterion. If anot•er ie. Fior the preceding special nodes, tilne, cost, and
cision criterion is used to select the optiniumn input per:ornmance values asbigned to output arcs are
subset, the node time value is recorded as the uornput. d as the sum of the time. cot. and per-
maximum time value of all input arcs wL.ich have formance values derived for those arc' pl,:i tnie
not been logically eliminated from the network. tir•e, cost, and performance values ef the l.nited
Cost and performance values assigned to the node input art. The escape arc is in ext eptu.on to this
are computed as the sum of the cost and perform- rale. fts time and cost value is computed as tl.e
ance values of all input arcs successfully cornplet- sum o: tile tunie and cost values der.ved Ifor this
ed. arc plhs the time and -ost values assignet, to the

input nude. Performance value for this aac is
If the number of requests for output arc initiali.a- coniparted as tile performante values derived for
tions cannot be fulfilled entirely, all output arcs this arc.
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tlions will be made to correct weak areas elicited effort. In addition, if the fuel mixtures method is
in the initial test phase. In the event one or more utilized, a small field fuel blender will have to be
prototypes fail, various degrees of redesign effort manufactured.
would follow depending upon the number of proto-
type failures. Additionally, each of these redesign The graphical pictorial network (Fig. 3) for this
efforts has risk associated which could cause proj- problem consists of two major parts: the top part
ect failure. Following redesign, some in-house depicts program #I--the high cost option (nodes
testing will be conducted which may produce condi- NZ-NI7), the bottom part depicts the low cost pro-
tions that could again cause project failure, gram (nodes N18-N23). Node Nl starts tae net-

work flow by randomly directing a certain propor-
At this stage, the contractor should have a proto- tion of the iterations as inputted toward ,he high
type ready for the most challenging test of all-- cost option. For the remaining iteratio is, the
actual on the job field testing. This phase of the flow is directed toward the low cost option. Arcs
program could also produce a project failure. HIGH and LOW arte example transportation arcs.
However, if the field testing is successful, some They do not repreitint actual activities, rather
final touch-up modifications will be made pr-or to they function as network flow transportation de-
mass production. vices.

The number of helicopters built will be a function Node NZ is used to initiate arcs ACI and ACZ.
of the time elapsed and the development cost incur- These arcs represent the ATCSE of contractor 0l
red prior to production. Currently, three levels and 02 respectively. Since these arcs represent
of production are under consideration. Prior stud- risky activities, they have probabilities of success-
ies have indicated that repair parts inventory is a ful completion which are less than I. ACI and
function of the performance achieved in the over- AC2 flow into node N3. This node has PLE logic
all design, development, and testing of the ma- requiring only one linked output arc to be initiated
chine prior to production. The higher the level of for normal completion of the node. Node N3 deter-
machine performance, the less inventory needed, mines which of its output arcs will be initiated on
Three levels of inventory treated in a stochastic the basis of the success of these two ATCSE and
manner would adequately model the phenomenon the preference logic structured in this node. If
involved. arc ACI is successfully completed (successful/

unsuccessful status determined by the Monte Carlo
Program *2, in this hypothetical example, is a process described in Section 11 A), arc CPI will be
low-cost, small-scale funding effort. It will be initiated regardless of the successful/unsuccessful
started if insufficient funds are provided for the status of arc AC2. The remaining output arcs CP2
high cost program or if both ATCSE fail. This and FHIGH will be given a status of logical elimina-
program consists of modifying the equipment cur- tion from the network. If ACI fails and AC2 is
rently being used in the field which meets the min- successful, arc CP2 will be initiated and the other
imal requirements except the lifting requirement. output arcs will be logically eliminated. If ACI
This requirement can be met by increasing the and ACZ both fail, the high cost option for this
motor's power or by developing a tandem motor helicopter development effort will be abandoned.
arrangement. Engineers prefer trying the tandem Transport arc FHGI1 will be initiated and the re-
approach before resorting to the power develop- maining output arcs will be logically eliminated.
ment. Since the tandem design is considerably
riskier, three tandem design efforts will he fund- Arc CPI represents contracto: -I's design and
ed. The contractor with the least cost design will construction of six prototypes. Likewise, arc
be awarded follow-on production. CP2 represents contractor 02's design and con-

struction of four prototypes. In an actual project,
If the tandem effort fails, three private consultants arcs CPI and CPZ and similar arcs could repre-
will concurrently be retained to attempt to devise a sent the results of extensive subnetworks of their
means of increasing the power of the present motor, own. Results obtained from independently proc-
One of these consultants will work on a large bore essing these subnetworks can then be stochasti-
design, another on fuel injection techniques, and cally substituted back into this network in the
the third will work on fuel mixtures. Each of form of arcs CPI and CP,.
these areas of study has some chance of failure.
The coupling of any two of these three develop- Arcs CPII, CPIZ, CPI3, CPl4. CPI5, and
ments should yield a sufficient power improvement CP16 represent the risky activities of testing the
to make a successful machine. To speed the proc- six prototypes constructed by contractor 0I.
ess, the first two consultants whi successfully com- These activities are funneled into node N6 which
plete their developments will be jointly awarded a has PPLE logic requiring at least one and allow-
bonus. The present manufacturer of the helicopter ing up to six of the linked output arcs to be im-
will use these revisions in a new major production tialized. The remaining uninitiated arcs will he
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logically eliminated from the network. Total fail- prototypes developed by either contractor #1 or #2.
tre of all these input arcs results in the initiation Node N14 receives the network flow from arc FT
of the escape arc RDI I and the logical elimination and routes this flow to arc FMOD or to arc FTFA
of the remaining output arcs. Output arcs STI I, depending upon whether FT is a success or a failure.
STI2, ST13, ST14, ST15, and ST16 are transport Node N1S's FLT 1 output logic is structured to se-arcs which feed into node N8. This node is a se- lect a level of production (represented by output arcs

lection device usecd to determine what level of re- HPD-high production, MPD-medium production or
design effort should follow testing. The level se- LPD-Iow production) as a function of time expended
lected by the FLT 2 output logic is a function of and cost accumulated up to this node. Node N16
the number of successful input ar-s realized by randomly chooses a level of field parts inventory
this node. (represented by output arcs PINI, PIN2, or PIN3)

acccording to an ad hoc distribution developed from
Arcs RDI l, RDIZ, RDI3, RDI4, and RD15 rep- prior parts inventory studies. However, the dis-
resent a spectrum of redesign activities. RDI I, tribution that applies would change according to the
at the low end of the spectrum, is a high cout ac- amo'unt of performance generated in the network
tivity having a lo% probability of successful com- prior to the realization of this node. The more
pletion. This arc is realized only when all the performance generated, the less need for a large
prototypes tested fail. RD12 is a moderate ver- parts inventory. Three distributions separated by
sion of flDII but still costly and risky. It will be two performance bou-idaries will need to be input-
initiated when either four or five of the prototypes ted. The performance boundaries mark the shift
fail. RDI 3 is initiated when two or three proto- from the region where one distribution applies to
types fail and RDI4 is initiated when one proto- the region where another distribution applies.
type fails. Lastly, RDI5 is initiated when none of Arcs PIN1, PIN2, and PIN3 represent high. medi-
the prototypes tested fail. This arc represents a um, and low levels of parts inventory, respectively.
minor modification activity not having any chance The distribution which applies to the region up to
of failure. Consequently, arc RD15 travels di- the first boundary should be weighted toward re-
rectly into node N1 3. The remaining redesign alizing arc PINI. The distribution which applies
arcs (RDI. RDID. RDI3, and RDI4) all flow into to the region between the first and second perform-
node NIO which hay PLE logic requirirg one linked ance boundaries should be weighted toward realiz-
output arc to be initiated for normal processing. ing arc PIN2. Lastly, the distribution which ap-

plies to the region after the second perfornmance
Output arcs TRI I, TR12, TR13, and TRI4 repre- boundary should be weighted toward realizing arc
sent testing of improvements made during the cor. PIN3.
responding linked redesign effort. If all the input
redesign efforts to node N I0 fail, transport arc Node NI? 7 will be realized after either arcs PIN 1,
RFI will be initiated. RFI flows into failure node PIN2, or PIN3 have been successfully completed.
N24. Second round test activities TRI 1, TR 12, Transport arc SHGH will be initialized and pro-
TRI3, and TRI4 all have probabilities of comple- ceased after NI7. This arc carries the network
tion smaller than one. These arcs flow into NIZ flow down to the success node N25.
which has PLE logic requiring one linked output
arc to be initiated for normal processing. Out- Program #2, the low cost program, is initiated
put arcs SRI I, SRI2, SRI 3, and SR14 are trans- with the realization of transport arcs LOW or
port arcs traveling directiy into node N13. This FHGH. These arcs flow into node N18 which
node acts as a vertex for contractor 41 and #2's initializes the three competing tandem motor de-
programs, since their programs are identical sign efforts represented by arcs C3TD, C4TD,
for the balance of the high cost option. and C5TD. The contractor who completes the

least cost tandem design will be awarded follow-
The portion of contractor #2's effort covered by on production represented by arcs C3PT, C4PT,
the activity between nodes N5, N7, N9, NI l, NI2, or C5PT. If all three contractors fail, transport
and NI 3 is similar to contractor #I's efforts arc FTD will be initiated. Node N I9 functions in
covered by the activities between nodes N4, N6, two capacities. First, it represents the action
N8, NI0, NI2, and N 13. Because of this similar- of an evaluation team which will study and cost
ity the network estimate for preceding mentioned out each of the contractor's prototypeb to deter-
efforts of contractor Q2 will be left to the reader, mine which one has the least cost design. Second,
It should additionally be noted that PTCPLE logic it will function as a switching device in the event
could have been used in place of PPLE logic for all the tandem design contractors fail to make a
nodes N6 and N7. TCPLE, PTCPLE, and PPLE successful prototype.
logic could have been used in place of PLE logic
for nodes NI0, NIl, and N12. Node N30 initiates s'cs C6LB (large bore design

effort), C7FI (fuel uijection effort), and C8FM
Arc FT represents field testing of the reworked (fuel mixtures effort). Node NZI rewards the two
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consultant, ;\ho successfully complete their effort tends to generate particular interest among all op-
first with a bonus represented by ares C65, C7S, erating personnel and engineers. This tendk to

and C8S. If two or more consultants fail, trans- heighten the level of participation and make people
port arc FLOW will he initiated. This arc carries give more thought to subjective inputs. Thus, the

the network flow to failure node N24. The produc- quality of input becomes much higher.
tion of a modified helicopter is represented by arc
PRDM. This arc's initiation is contingent on the Risk analysis is by nature an iterative proce ss
logical elimili.ition of arc FLOW. Arc PB repre- (USAF etc., 1971) and must be updated and valid it-
aents the production of a field fuel blender. This ed at regular intervals. It should be coordinated
arc's initiation is contingent on the successful with key decision points of the program life cycle.
completion of arc C8S. Arc EXTR will never be Also a timely risk analysis can be used as a basis
initialized and is included to satisfy FLT 3 output for budget appropriation purposes. In su,nmary. 1
logic of Node N122. If node N23 is realized, it will the basic jective of risk analysis study is to rre-
initiate transport arc SLOW. This arc carries ate a quantitative experimental laboratory to study
the network flow into the network success node program success. This laboratory then becomes
N2i. a baseline toward controlling the ever present

program problems of cost growth, schedule slip-
While constructing the logic just described, the page, and degradation of performance.
user should also be accumulating input data. This
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ENVIRONMENTAL RESEARCH IN COLD REGIONS

by

ANDREW ASSUR
U. S. Army Cold Regions Research and Engineering Laboratory

Hanover, New Hampshire

The history of warfare has shown that in addition to military strategy
there are these factors which determine failure or success: Technology,
the Environment and Psychological Factors. Opinions vary which of these
four are the most important; there certainly have been cases of brilliant
strategy, the United States in particular relies heavily upon superiority
in technology but there are also creeping doubts whether sufficient
attention has been paid to the remaining two factors.

The Corps of Engineers recognized the need for environment oriented
engineering earlier than other services and initiated a multidiscipline
oriented research program in the most difficult of the earth environments:
the cold regions. A similar program in deserts and tropical areas has
never materialized although it was almost started. Including the winter
regime of temperate regions the program is relevant to vast land masses

of the Northern Hemisphere, includes a good portion of the United States,
Alaska, Canada, virtually the entire Soviet Union and a portion of Europe,
a sizable part of China, the northern part of Japan and, of course, the
Arctic Ocean and Greenland. It is also relevant to high mountains, such
as the Himalayas, the Rocky Mountains, even isolated areas in Africa,
Australia and South America. The Antarctic is the dominant feature in
the South.

The research and engineering program of the U. S. Army in Cold
Regions is unique in the Western World. It is still exceeded several
times by Soviet efforts and it is supplemented in the Free World by a
similar Institute in Japan. Even China is known to make sizable efforts.
Many other civilized countries make at least a modest effort, Canada more
than others.

The American program ranges from basic research into the properties
of frozen materials and fundamental engineering research in soils, to
research in excavations, foundations, pavements, structures and utilities
and research supporting the military engineer in field activities. A
sizable benefit is also being derived for the Civil Works activities of
the Corps and for numerous industrial applications which especially at
present are becoming increasingly important. Operational experience in
cold regions leads also to advances in technology. The industrial break-
throughs in Northern Regions which are now on the verge of materializing
are in part due to the forward vision of Army Engineers in coping with
existing or anticipated difficulties.

The program has led to the ability to provide effective support for
large scale operations of the Air Force and Navy in Cold Regions.

169



As a result the U. S. Army finds itself in a position to achievebetter preparedness than any military service in the past, although atremendous amount of work still must be done to achieve complete
reliability and confidence to operate anywhere in the World includingthe Cold Regions.
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FORECASTING SOIL TRAFFiCABILITY FOR TUNISIA IN 1943

by

FINN E. BRONNER

U. S. Army Research Office Durham
Durham, North Carolina

During the Tunisian Campaign, HQ II Corps requested from AFHQ periodic
forecasts of the "going" for the combat area. The terrain element of AFHQ
Intelligence Division prepared an arbitrary map of the northLrn half of
Tunisia, in which soils were grouped on the basis of several assumed
moisture-retention properties and conditions, and the units keyed into
fa simple behavioral classification. Using the weekly ten-day weather

,• ~forecast for Tunisia, prepared for use in operational planning on a
priority basis, by the Army Air Corps Weather Detachment stationed in
Algiers, the terrain element interpreted the probable condition of each
soil unit for each day of the forecast period. The finished traffic-
ability forecast was then transmitted as a priority message to HQ II Corps
in Tunisia. Proof that this system worked, came to AFHQ in the form of a
number of enthusiastic expressions of approval from division and regimental
level.

1
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ATMOSPHERIC EFFECTS ON ARMY OPERATIONS

by

MARVIN DIAMOND

U. S. Army Electronics Command
White Sands Missile Range, New Mexico

Army operations are significantly, often critically, affected by the
physical presences of the atmosphere. Air operations, ground traffic-
ability, artillery fire, chemical operations, target acquisition, radio
communications, a-d personnel detection are all significantly affected
by the condicions of the atmosphere during the time of passage of the
projectile, vehicle, agent, signal, or effluent through the att osphere.
Almost without exception, the state of the atmosphere must be known before
the event in order to permit adaptation to the environmental conditions
which will affect Army operations. A continuous real time surveillance
of the battlefield atmosphere is required to permit efficient operation
of weapon, detection, anO target acquisition systems. Atmospheric effects
on these systems are discussed, and means for providing real time
observations of atmospheric parameters are briefly described.
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TERRAIN CONSIDERATIONS AND OPERATIONS RESEARCH MODELS

by

WARREN GRABAU
U. S. Army Waterways Experiment Station

Vicksburg, Mississippi

One of the major reasons for the reluctance to incorporate realistic
terrain scenarios in operations analysis models is the difficulty of pro-
viding the requisite terrain information. It is quite true that this has
been a formidable problem. And, since the existence of that problem has
been one of the driving forces behind che work of the Waterways Experiment
Station, it seems appropriate to take this opportunity to expand somewhat
on the opening remarks.

Historically, there have been two hangups in the matter of terrain
description in a form suitable for mathematical manipularlon; one philo-
sophical and one technological.

The philosophical problem stems from the fact that mathematical
manipulathon obviously requires that all elements of the problem be
stated in numerical or quantitative terms. For such an obvious truism,
that statement has caused an almost incredible amount of trouble. The
reason is that the mathematicians went to the "experts" on terrain, namely
the geographers, geologists, and agronomists. And the geographers,
geologists, and agronomists didn't know what the mathematicians were
talking about, because their disciplines had evolved on the basis of
qualitative description. To be sure, there were statistics, which they
all used, but it turns out that terrain description by standard statistical
methods is very intractable indeed; there is too much local variability,
and there is too much difficulty in identifying the populations which one
is trying to describe statistically, and so on. The inevitable result
was that very little of the statistical descriptions was of any use to
the operations analysis types. And so it was concluded that the problem
was not solvable.

The technological problem emerged from the fact that nearly all
military activities are affected by a large number of terrain attributes
or factors. It was quickly found, when one viewed the situation activity
by activity, that the terrain descriptions required for even relatively
simple tactical or strategic problems became almost incredibly complex.
People took one look at the complexity and concluded that there was no
hope of getting the necessary data in the first place, and if by some
magic one could get it, that it would require so much computer storage
that it could not be handled. So again the problem looked as if there
wes no solution.

But times change. There is now a new generation of terrain analysts
who have grown up with mathematics, and it turns out that there are ways
other than purely statistical to describe terrain. One can, for example,
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describe a topographic surface deterministically, and derive from that
description any statistical parameter required by an operations analysis
model. One can do the same with vegetation., and so on. Thus, it looks as
if the philosophical problem is being avoided by time and new education
processes, and the technological problem is being side-stepped by a new
way of looking at things.

These new ways are exemplified by thingg such as the so-called
"factor maps", by computer graphics, by deterministic terrain-vs-activity
interaction models, and so on. All of this leads to the conclusion that
operatiors analyaI3 models are at least potentially capable of becoming
themselves deterministic in the way in which they simulate the effects of
terrain on the subject being modelled.

1
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MINIMIZING ENVIRONMFUTAL RISKS
WITH WELL DESIGNED TOPOGRAPHIC PRODUCTS

by

ALEXANDER R. PEARSON

U. S. Army Engineer Topographic Laboratories
Fort Belvoir, Virginia

The vital link between the intelligence community and operational
elements is the medium or product used to communicate the intelligence.
Unless these products - be they paper maps, computer printouts, electronic
displays, or voice messages - present needed information in a form that
beneficially influences a user's decisions, they achieve little and the
labors of the researchers come to naught. Only recently have the military
services recognized the importance of good product design in strengthening
this fragile link between users and holders c environmental data. USAETL
has now established a Topographic Products Design Branch and undertaken a
research and development program in the area. During past development
efforts, the Laboratories have evolved concepts and practical approaches
which will be applied to the development of a wide variety of general and
special purpose products. Stated quite simply, the approach will be to
determine the information content of a product and then design a presentation.

The underlaying design concepts proceed from the assumption that
intelligence itself does not directly influence operations; it operates
indirectly through actions of the users. Products must, therefore, be
designed to influence user decisions. They must influence decisions
made during the performance of identifiable tasks. Operations analysis
will identify the tasks supported and the discrete elements of environmental
data required. Psychophysical investigations will provide insight Into
the manner in which the users perception of the works, symbols, and images
of the products affect his decisions and task performance.
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Analysis on the Infrr:'ed Night Observation Device, Dr. Edward F. Allard,
U.S. Army Electronics Command, Night Vision Laboratory

A. Irtroduction

1. Background

An existing two phase NODLR-IR contract was at a decision point at
the I\.ght Vision Laboratory. The decision was whether or not the Night
Vision Laboratory should take its option to continue Phase II with Glorious
Systems Inc. It appeared at that time that the NODLR system of Phase II
design would be of unacceptable costs to the Army. Since technology in the
infrared field was (and still is) advancing rapidly, it was uncertain if a
new low cost NODLR could be developed at that time. A group of professional
scientists and engineers with some operations research background wz,. given
the job of assisting the management in forming a set of decision alterniatives
for NODLR.

2. A Philosophy

There were four general objectives of setting up an inhouse systems
analysis program for NODLR:

a. Supply management with sufficient information for decision
making.

b. Apply the sound principles of systems analysis to NODLR.

c. Develop a new method of data gathering with verification.

d. Encourage management to apply the systematic approach to all
programs.

To understand the minds of the men performing the analysis, these general

objectives will be discussed briefly:

a. Supply management with suificient information fo-. decision making.

The problems we had to answer were: "What are the risk, associated
with developing a NODLR. which meets the Army's requirements, is %.f acceptable
costs, and will be in the field in a reasonable time?" In comparison to large
programs, such as building a destroyer or an antiballistic missile system, our
problem was relatively simple. We were aware that there exists a 1001 ways to
diagonalize a matrix and an infin!.tude of curve fitting programs. Also,
operation research reports -ontain many dazzling presentations of results, hut
unfortunately most of these results lcave the manager with stars in his eyes.
In many cases there are pages of -esults with little informal.ion being passed
on to Zhe manager. We decided to Keep the analysis as mathcmatically simple
as 1.ossible, hoping that we coi-l• maximize the information flow to the decision
makers.
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b. Apply the sound principles of systems analysis to NODLR.

All the men involved in the study had used tne scientific
approach as part of their life. However, some people not in the scientific
field do not use the systematic approach to problem solving in a formal way.
Even though we felt that the whole subject of risk analysis was an exercise
in common sense, we felt it was necessary to define our terms and formally
establish a procedure. The proceduie we followed was:

1. Define the NODLR problem. In this case, defining the
problem was easy. We had contract information on an existing NODLR
system.

2. Clearly state the objectives of the analysis with the
boundary conditions or limitations. This -ýas no trivial step since
no analysis of this type had ever been done at NVL. It was not a
matter of simply copying or improving some other report, but of
starting from the beginning.

3. Configure the final report. This step assured us that
our data gathering procedure would provide, us with the necessary
information for the final report.

4. Write a detailed plan of how the objectives would be met.
The procedure followed in this step was completely new as far as we
were concerned. Details will be fully explained later.

5. Perform an evaluation during the analysis to determine
if the objectives were being met. It could happen, and did happen
in fact, that the objectives listed in step 2 and executed in step
4 woulc not be met. This necessitated a change or modification in
objectives with an associated change i, ilan. Borrowing the
nomenclature from electrical engineering, this was essentially a
feedback loop. Since the approach had never been tried, we were not
sure that answers could be obtained.

6. Re-evaluate our approach based on the feedback of step 5.
ln some cases an objective had to be dropped and in other cases
modified.

7. Draw conclusions.

c. Develop a new method of data gathering with verification.

There is no doubt that the track rc-ord for predicting development
and productiun costs fo >'!partment of the Army systems is very poor. New
approaches were devisL , improve the track record. As far as we were con-
cerned, the solutions were essentially the discovery of a new way to diagonalize
a matrix. The problem was not being solved but rather neutralized. We saw
the problem in all its horror - BAD DATA. We felt that an orangutan could
turn the computer crank once he 1ad GOOD DATA. So, we spent 75% of our time
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gathering accurate input data and establishing a data banl, for infrared
systems. The method was new, time consuming, physically tiring and nerve
wracking.

d. Encourage management to apply the systematic approach to all programs.

Since the avcrage manager is hard working with limited time for
new managerial techniques, we decided to write the final report in a heuristic
fashion with all terms and techniques defined. !e decided to spare them from
mental acrobatics and drive dramatically to the point. We felt a comp.icated
report would be the death knell of meaningful risk analysis.

B. Risk Analysis of the Thermal Night Observation Device Long Range-,NODLR)

1. Introduction

The problem was to determine the risks associated with developing a
"NODLR, which would meet the Army's requirements, be of acceptable costs, and
be in the field in a reasonable time. The most important boundary condition
was that the Army would not accept an "expensive" systems. A report from the
congressional record, predicting a production cost of $35K, was known to us.
Since there were no violent objectives to this prediction, we used it as a
ball park figure. By the way, ies the first question every company asked us.

2. Objectives of the analysis

The specific objectives of the analysis were:

a. To determine if Phase II of the present NODLR contract should
be continued.

b. To determine whether or not a new NODLR could be developed
which would meet the Army's requirements, be of acceptable cost and not
seriously delay getting the equipment in the hands of the troops.

c. To reduce the change of being over optimistic in the development
and production cost of a new NODLR.

d. To quantify the problem areas in time, cost and performance
with their associated risks being identified and quantified.

e. To show the desirability aspects of a truly open procurementt
1,:ocess.

f. To objectively evaluate the contractors involved in the study.

g. To reduce data to an understandable form and present to manage-
ment in an unbiased form.

h. To writa a report which clearly explains the procedure of
risk analysis.

i. To outline a method of control of the program after award of
the contract.
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Each of these objectives were met in the analysis. The most important
aspects of the analysis will be given in this paper. A complete report on
the study is in the process of. being published.

3. Plan of the Analysis

a. Standardization

In any scientific set of experiments a standard of some kind must
be established to compare data. Since this study was an attempt to use
scientific methods in management, a standard for data collection that was
realistic and yet not too complicated had to be established. If too many
inputs must be considered, then cause and effect relationships may not be
traceable. So, to prevent the analysis from turning into a Mulligan's stew
certain limitations on inputs into the program were imposed. The effects on
time-cost relationships due to types of contracts, efficiencies of companies,
labor rates in different areas, and financial conditions of companies, are
difficult to establish in a quantitative way. A decision was made to go to
the companies themselves to gather information. A realistic model of a NODLR
system was broken into components.- It was felt that finer detail other than these
components was neither necessary nor desirable. Since a comparison of companies
would be necessary, the standardizing vehicle was to be a detailed questionnaire.
Two methods of administering it were considered. One was to send the question-
naire to the companies, the other was to administer it in a face-to-face situation.
It was decided to use the face-to-face method and at the same time tour the
facilities and talk with various tec:hnical people. The data was documented
carefully with names and places. In addition to gathering data for the NODLR
program, this procedure provided a xaeans of building a data bank for future
analyses. Confidence in the data was enhanced by on-the-spot inspections.

Since this type of risk analysis had not been performed previously by
the Night Vis ion Laboratory and was new to the infrared companies, it was
important for standardization that the same government representative introduce
the program to all concerned compainies All the details of the program and
reasons for introducing this type of analysis were explained fully to all
concerned with this study.

b. Errors

There are two kinds of error possible in an analysis of this type,
random error and systematic error. Random errors refer to those errors that
are caused by mistakes in evaluating a particular thing. For example, if all
companies charge $10,000 for FIR optics and one company charges $25,000, then
there is a good change that the $25,000 figure is in error. This type of
error was minimized in our study. Systematic errors refer to those errors
that are caused by errors of omission and constant type errors. For example,
all companies might charge $10,000 for FIR optics. But not included on this
figure is a $2,000 handling charge. This point might be overlooked causing a
systematic error. This type of error is not important when comparing
companies, but is important when absolute values are needed. This type of
error is difficult to eliminate. There is a possibility that at least one
systematic error is contained in the data of this report. All companies were
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told that present costs for NODLR systems were not acceptable to the Army.

Each company was told that a figure of 35K for production systems might be

acceptable. The average value for systems in production by our analysis

was around 39K. It is not clear whether this average value is coincidental
with the number 35K or whether the suggestion of 35K somehow forced the

average value of 39K. Put another way, would the suggestion of 20K force the

average value to a value near 25K? This could be a systematic error.

c. Plan

Since the decision was made to go to the companies themseives,
the following plan was used:

1. Introduce companies to NVL's Risk Analysis Program.

a. Explain aims of program and ground rules

b. Explain benefits to the government

c. Explain benefits to the company

d. Give companies time to consider the program

2. Visit companies to obtain data.

a. Use a questionnaire and on-site survey

3. Evaluate the results

a. Construct company network and calculate probability
curves.

b. Show results to each company for agreement on network,
for verifi ýion of inputs, and for possible changes.

c. Recalculate networks with changes

d. Identify problem areas

4. Verify the data

a. Evaluate previous contracts of each company

1. With NVL

2 With the Air Force and Navy

b. Evaluate -plnions from neutral sources

c. Revisit companies to discvss "obvious errors".

5. Present to management
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d. Implementation of Plan

Since cost is of primary concern for this IR system, and the
money for Phase II was not committed irrevocable to Glorious Systems, the
following approach to the infrared companies (except Glorious) was con-
sidered reasonable. Assume that NVL has x amount of dollars to buy from 1
to 20 NODLR type systems. The ground rules are:

1. The system could be of any design as long as it meets

certain performance specifications.

2. The specifications would be based on the Glorious contract.

3. The delivery of the systems would be based on the
Glorious contract.

4. Cost of the Ist system was not as important as cost for
system number 20. Cost is the most important parameter. Time is
of secondary importance in that small time slippages are tolerable.
It should be noted that the Glorious time schedule was one of the
ground rules. It was decided to ask as many infrared companies as
possible to help us determiae the probability curves associated with
cost to the government for from 1 to 20 systems within the next year.
Associated with these costs would be delivery times and the technical
competence of each company. As an added payoff, the latest system
approach of each company would be revealed to us rather painlessly for
us and for them.

The approach was new. The big question was whether the companies would
go along with the approach. Telephone conversations with companies indicated
that no company would commit themselves until a full outline of the program
was given to them. In the vernacular it amounted to, "what's in it for me."
So, early in the analysis it became quite evident that the success of this
approach depended on aggressive salesmanship. At the first contact with each
company, it was made clear that our request was not asking for a proposal and
was not to be considered in any way as asking for a proposal. We were asking
the companies to assist us with their professional experience. Free av'd open
technical discussions between individual compani, s and the government x-ere
highly desirable. No company would be held legally responsible in any way to
any answers given to the government. However, since risk analysis wou]d be
done on future NVI, systems, it was in the company's interest to be rea.,onably
accurate. The method of gathering information would be of administering a
questionnaire to company group leaders. We would ask to be shown the various
facilities of each group. The most sensitive of all areas, i.e. cost, would
be handled in any way that they choose. Each was told that they would be
compared with all other companies.

e. The Carrot

For those companies that assist us we would offer the following:

1. Their system ideas would flow through a direct pipeline to
the top management of NVL. (Exposure or advertisement)
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2. Each company would have the opportunity to review our
model of their system betore it is presented to management. Our
model of them and our computer outputs of only their model would be
given to them.

3. An industrial "average cost" and time distributions would
be given to each company.

4. There would be a probability greater than zero that one or
more of the companies could get part or all of the contract for Phase
II.

This explanation with a list of the ground rules and essential specifications
was given to all but one company by the same government representative. This
one company did not assist in the program any way. Each company got the same
sales talk. Each company was asked to think about the problem and let us know
whether or not they were interested.

f. Company Response

All companies, known to be making real time IR imaging systems,
were contacted. Six out of eight decided to assist us. One non-assisting
company stated that they were interested in assisting in future programs but
due to existing company programs and manpower requirements they could not
help at this time. The other non-assisting company was Glorious Systems. This
is understandable, since Glorious Systems had the NODLR contract. Nevertheless,
they showed interest in future NVL programs.

4. Data Collection

The data was collected in two categories, system hardware and program
software. Systems hardware refers to those times and costs associated with
actual hardware development. The data began with the initiation of the contract
and ended with the acceptance test. System software was denoted as "x", meaning
that it was a variable. The items contained in "x" are reliability studies,
maintainability costs, data packages and other government requirements. Very
detailed hardware costs were obtained for up to 20 systems.

5. System Data

Each company participating in our analysis was visited and data was
collected by the questionnaire method. Detailed data were obtained which
satisfied a net typical of Figure (1). The details of the data for the entire
system is exemplified by the path of the scan head. Even H1O initiates the
design of the scan head. Games were played to answer the following typical
questions.

What is the expected time to complete the design?

What is the earliest time?

What is Lae latest time?
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How many mn are involved in the design?

What will be the cost to the government? (This cost is a non-
recurring cost and usually a fixed cost).

Event H21 ends the de3ign phase and initiated the fabrication phase. In
addition to the questions above, the following questions were asked.

In the fabrication what will be the cost to the government for the

ist system? What part of this cost is non-recurring?

What will be the cost for system #2, #4, #8, #16 and #20?

There were many other questions asked, but these give the general idea of
the depth of the questioning. The same type of information was obtained for
testing, possible redesign, retesting and integrating into the total system.

After information was obtained for all paths in the net, the data was fed
into a MATHNET (a computer network developed by Mathematica Inc., Princeton, N.J.)
program. Outputs were obtained and analyzed. After all systems were analyzed,
the outputs and nets were brought back to the companies. Each company saw only
its own output and net. Each company was asked to comment on the net. Any
changes were encouraged. Areas that seemed to be in error were pointed out.
Each company verified the nets along with any changes on them. All said that
they were satisfied that the nets were a true representation of their inputs.
These final nets were used as our input data.

There was a reason for asking detailed information for up to 20 systems.
There ,;as general agreement from industry that more than 20 systems would
begin a production phase. Details of time and costs for under 20 systems were

I, readily available from the various companies. No interviewed companies had
details on production, since no company had ever mass produced systems of this
type. Information was obtained for systems up to 300, but these data were not
verified by us, therefore, we were not convinced. They were simply company
promises. These facts were taken into consideration in our rating scheme.

6. Rating

a. A Comparison Scheme

Setting up a comparison scheme for our analysis was difficult
because all the companies involved were technically competent and presented
reasonable s)stems. The data for comparison fell into two main categories,
subjective and objective. But, it can be argued that even some of the
objectives "facts" are slightly subjective. If the problem were simple, there
would be an established procedure that one could look up in a text book.-
Nevertheless, the situation is not hopeless. So, at the risk of re-inventing
the wheel, a rating scheme was boldly used in this analysis in an attempt to
minimize subjectivity. Inputs into the rating were obtained from our company
questionnaire and a questionnaire drawn up especially for our own NVL people,
and various Army, Air Force and Navy laboratories. This questionnaire served
many purposes, such as'adding to our dat. bank, assisting in rating the
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companies, obtaining other government labs' professional experience and
providing some verification to the companies input. The rating scheme
arbitrarily was selected to give each company a maximum of 100 points. The
simplified rating scheme follows:

1. Basis of Rat-ng

a. Company's cost of system #20. (Company promise) 30 pts max.

b. Company's cost of system #300. (Company promise) 10 pts max.

This information is obtained objectively from our analysis. We fec! that
our inputs are accurate enough to believe that these figures are objective.
The reason for assigning only 10 points to mass production figures is that
our mass production data is not as detailed as our 20 systems data.

2. Company's Technical Level

a. Technical Level (Total of 30 points max.)

1. reliability of system (subjective) (10 pts)

2. company's facilities and technical support (6 pts)

3. company's understanding of problems in
recognition vs system trade-off (5 pts)

4. company's detector competence level (4 pts)

5. company's cooler competence level (2 pts)

6. company's scanner competence level (2 pts)

"he reason reliability is called subjective is because so few NODLR type
systems have been built that reliability is difficult to d :mine.

3. State of a battery operated system (20 points max.)

a. passed acceptance test (20 pts)

b. ready for acceptance test (15 pts)

c. working system but not hareened for
environmental tests (10 pts)

d. breadboard model (5 pts)

4. PerformanLe on all previous contracts (batting average - 10 pts max.)

excellent 10

good 8

fair 4

poor 0 187



b. Actual Rating

An experiment on this rating scheme was done on several people
who were familar with the NODLR study. Each person was asked to make an
educated guess to the following: If he had to invest his own money to buy
systems for the Army, which systems would he choose? He was asked to rate
all the systems from the first to the last. The results were recorded.
Then, the same people were asked to rate the systems using the rating scheme.
The results of the scheme were put on a blackboard. Subjective elements of
the scheme were discussed by all members. Some members altered their "grades"
on certain sections of the scheme. The results of the rating scheme were
averaged, and the systems were rated from the first to the last. The top
three systems by this scheme agreed with the top three systems chosen by the
educated guess method. The fact that the results of both methods agree does
not mean that this rating scheme is a formula for "instant success," but the
fact that they did agree gives some confidence to the rating scheme. In
this case it seemed to work.

7. Conclusion

Based on the rating scheme a set of alternatives were presented for
management's consideration. They will not be given in this paper since they
are routine for operation's research people. The main point of the paper is
that development costs were predicted with some confidence. After companies
were given our computer outputs, they were asked how close the results
represented their costs. Answers ranged from 80% to 90% accuracy. Of course,
the ultimate test is to buy NODLR systems by the open procurement route where
the companies sign their names to the bid.
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METHODS FOR EVALUATING THE EFFECTS OF EXPANDED
BALLISTIC MISSILE THREATS ON DEFENSE DEPLOYMENT

Mathilde B. Sutow
William J. Douglas, Ph. D.

Keystone Computer Associates

1. Introduction

The determination of optimal defense configurations against ballistic
missile threats poses many complicated geometric and kinematic problems

in which it becomes difficult to isolate the key variables. The inter-
action between the parameters involved cannot, in general, be expressed
in a closed form, and therefore lends itself to numerical solutions
facilitated by the use of computer models. The purpose of this paper
is to show how such models have been applied to study defense require-
ments against various threats in order to determine the options from
which the defense can benefit most.

A computer model, MARC (Model for Area Coverage), has been developed

together with associated pre- and post-processing algorithms which can
be used to determine the area defended by an interceptor battery under
a ballistic missile attack. The power and range requirements on the
defense radar are computed and the best engagement is selected. The
offense booster capability and the defense constraints may be widely

varied. In subsequent sections of this paper, MARC is briefly dis-
cussed and its application to the comparison of several defense options
is shown for ICBM and SLBM type threats. Tho examples selected are
typical systems for Hardsite and National Value Area Defense.

2. An Area Coverage Model

MARC is a computerized model that calculates the interceptor (and radar)
requirements for the defense of a given area against a ballistic missile
attack. Given a system with constraints on some of the required param-
eters (for example, a maximum radar detection range), the section of the
attacked area that may be defended subject to this limitation is computed.

The defended area is modelled as a grid of points against which several
trajectories approaching from various directions are aimed. A spectrum
of trajectories representative of the offense capability is considered.
An interceptor battery at a given location with either a ground :adar or
a sensor not limited by ground clutter, is responsible for the defense
of all the aimpoints. The re-entry vehicle (RV) must be intercepted
outside the over-pressure damage volhme which is computed from the weapon
yield and the target hardness (1).'
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The keepout volume consists of the region enclosed by the over-pressure
limit surface superposed upon a circle of given radius. This keepout
volume can be placed at each aimpoint. This is done in the study of
Nationai Value Area Defense, where each aimpoint is considered to re.-
present a city center. Another opticoa employs a single keepout volume
inside the aimpoint grid. In this case, the defense objective is to
engage all RV's which attack the aimpoints and penetrate this keepout
volume. Both examples are discussed in subsequent sections of this
paper.*

The interceptor must be launched in time for it.3 rendezvous with the
RV, after the RV has been tracked for a certain period of time and its
trajectory has been established. The point at which the RV is picked
up by the radar and track has begun is referred to as the acquisition
point. The position of the RV at the interceptor launch is referred to
as the comnmit point. In the case of a ground radar, the points of
acquisi ion, commit, and intercept must all be above the radar horizon
(inside the clutter angle cone). The interceptor may not be iaunched
until a given time after launch of the attacking missile. The point of
intercept must be high enough to offer the defense the requested battle
space. Battle space is defined by a given distance along the trajectory
above the point of latest intercept.

Subject to all of the above constrJints, the points of acquisition,
commit, and intercept are computed for each aimpoint so that the radar
range is minimized. Using thiL technique, the maximum radar range
needed for the defense of ar ,-mpoint against all the trajectories
threatening it is found. The interceptor footprint includes all the
aimpoints for which a set of acquisition, commit, and intercept points
is computed for every attacking trajectory. The radar/interceptor
footprint includes all aimpoints that require for their defense, a radar
range less than o.r equal to the detection range of the radar under
investigation.

In the study of the Hards.te Radar Defense, the requirements for the
defense of a radar of a given hardness are the maxima over the require-
ments for the defense against each trajectory threatening the radar over-
pressure damage volume. Figure I illustrates the geometry employed in
studying Hardsite Radar Defense.

The threat may be defined in two ways. One is by a set of trajectories
of a given ground range, re-entry angle, ballistic coefficient and
approach angle. This method is valid for an ICBM type threat where the
trajectory ground range and approach angle do not vary signiticantly

Other models of the keepout volume are available (2), but are not
described here.
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from aimpoint to aimpoint. The second method is by trajectorieslaunched from a set of points a given distance away from the coast.This is the defense enforceable "keep-off" distance. The trajec-
tories are defined by given ballistic coefficients and boosterburn-out characteristics (burn-out velocity and position vectors).
This option is used in the study of SLBM type threats. Figures 2
and 3 illustrate some of the geometric parameters which are consid-ered in studying ICBM and SLBM defense. The RV trajectories are
Keplerian. The projectile is considered as a point mass moving in
an altitude-dependent gravitational field about a non-rotating

spherical earth. The drag forces are considered inside the atmos-phere. The aerodynamic characteristics of the projectile are
described by a constant bailistic coefficient. The atmosphere isconsidered isothermal Lit', a density varying with altitude (3).
The interceptor performance characteristics are input to the modelas a table of position versus flyout time.

The reader will find a detailed description of the model and itsapplicability in reference 2.
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3. Application of MARC

3.1 Hardsite Defense-Radar Netting

In the study of hardsite defense systems, the defense of the
radar is an important consideration. One defensive strategy
employs a net of radars which must defend each other, in
addition to a group of Minuteman silos. This mutual coverage
poses a number of interesting constraints on the defense.

One problem which has been considered is to determine the
effects on radar range, comnit altitude, and radar power
requirements for mutuol (neLteJ) defense as a function of
radar hardness, weapon yield, net size (radar spacing) and
battle space. The defense selects the interceptor site
which minimizes required detection range. Using MARC, the
radar net is evaluated by moving the interceptor site and
determining the ranges and commit altitudes for each radar
in defense of itself and all other radars in the net.

The outputs of MRC are plotted in various forms to allow
one to study the offense/defense tradeoffs. Some examples
are shown in Figure 4.

Required Required
Commit Radar

Altitude Range

Increasing Increasing
Yield/Spacing Yield/Spacing

a. b.

Radar Hardness Radar Hardness

Figure 4
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Figure 4 a., b. illustrate the variation of required commit
altitude HC and acquisition range RAC for the mutual defense
of radars. In each case, the offense weapon yield is varied
and a corresponding spacing between radars is used.

Figure 5 a. shows the increased radar range requirements which
result when the defense attempts to innure itself additional
battle space. Figure 5 b. shows the radar power requirements
for variations in yield, hardness, and radar spacing.

These curves can be used along with other defense limitations.
For example, if the offensive decoys are effective to an altitude
HD (Figure 4 a.), then the corresponding bardness requirements
are bounded by this value of altitude. Any decrease in hardening
of the radar will require committing interceptors prior to-dis-
crimination.

Another example is shown by examining Figure 5 b. if the maximum
radar hardness which can be achieved is defined by hm and the
power by Pm, then the range of applicability of the curves is
limited by the dashed lines and another set of results is plotted
in Figure 6.

Required Required -

Radar Radar
Range Power

hm

Increasing
Battle space lIncreasing

-ield/
a. b. Spacing

Radar Hardness Radar Hardness

Figure 5
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Figure 6 a. shows the variation of power required by the
defensive radar vs. yield (and scaled spacing) of the
offensive weapon for allowable radar hardness values.
Figure 6 b. shows the variation of hardness required vs.
yield for parametric values of radar power. One can
conclude that hardening beyond certain values is not
desirable, or that hardening produces severe penalties
to the offense, depending upon the actual numerical values
which result in Figures such as 6 a. and b.

Increasing Increasin
Hardness Power

1 2 P2

Radar Hardness
Power Required

Required H3

H ~P4
44

15

a. b.
Weapon Yield/Spacing Weapon Yield/Spacing

Figure 6

3.2 Area Defense Against ICBM Threats

In developing area defenses against ICBM's, the defense systems
analyst is faced with a wide range of problems. These problems
often deal with the area coverage which can be achieved by a
radar with given viewing capability. MARC has been used to study
a number of variations of the coverage problem. 'Figures 7 a.-d.
show some of the important effects on area coverage.
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Figure 7 a. represents the effect of optimally siting the inter-
ceptor relative to the radar in order to achieve maximum coverage
for a given viewing volume. The co-located system is compared
with a forward radar system which is designed to take advantage
of these effects. For trajectories targeted behind the radar,
the acquisition range is shorter and the defense can balance
acquisition and intercept range. Trajectories targeted forward
of the radar become more visible, whereas they are not seen
early enough for engagement in a co-located system. In addition,
the decreased clutter for these trajectories allows for later
intercept and consequently less interceptor performance (shorter
flight time). Figure 7 b. illustrates the loss in coverage which
results when the offense is given additional booster capability,
which is represented by a wider range of re-entry angle limits.
Forward coverage is decreased due to depressed trajectories,
while rear coverage is decreased due to the lofting of trajectories.
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Figure 7 c. shows the covered area asa function of radar range.
If the radar is given more power and consequently a greater
performance range, the interceptor is again sited to maximize
coverage. The two curves shown by Figure 7 c. illustrate the
effect of an increased performance interceptor (Int. 1) over a
slower interceptor (Int. 2). In addition to being faster,
Interceptor 1 has a greater volume of performance as is seen
by the greater maximum coverage. Also, the figure shows that
the rate of increase of coverage with radar range maximizes at
points A and A,. This effect is shown 'in Figure 7 d. by a plot
of the slope of the Area Covered vs. Radar Range. This figure
shows the rate of change of coverage with radar range, and t1-e
maximum which results. By introducing a population density
and by relating the footprints to U.S. population centers, the
area covered has been converted to population to study the
equivalent population coveroge tradeoffs.

3.3 Area Defense Against SLBM Threats

The threat of submarine-launched missiles poses a number of
new and interesting problems which clearly demonstrate the
need of a model with a great deal of flexibility to show the
effect of every parameter. Studying this problem one must be
skeptical of simplifying assumptions• cormnonly made for s;tandard

defense systems. The various offense parameters spread through
wider ranges which are very much dependent on geography. For
example, approach corridors up to 3600 are sometimes encountered,
while the trajectory ground ranges can vary for different
approach directions by an order of magnitude.

The effects of a number of key variables in the SLBM threat are
illustrated by some examples. In Figure 8 an interceptor battery
is sited in the center of the continental United States. The
interceptor footprint with a radar optimally sited to maximize
the area covered against an ICBM threat is shown together with
its limited approach corridor. SLBM's, however, can be launched
from a variety of sites which increases the approach corridor
significantly, An interceptor battery with a co-located radar
has a much smaller defended region. This is due to the limited
visibility of RV trajectories which are launched and impact
forward of the radar.

In the case of coastal batteries the short range of the RV tra-
jectories becomes the most prohibitive factor. The defense is
not given enough time to launch an interceptor and engage the
RV before it reaches the damage volume of its target. Aimpoints
that are further away from the launch site are easier to cover
as shown by the shape of the interceptor/radar footprint in
Figure 9. The defense can take advantage of this effect if it
can force an increase in the distance between the launch sites
and the defended region. The effect of different "keep-off"
distances which can be enforced by ASW defenses is seen in
Figure 9. The variation of the size of the footprint is shown
for a coastal battery.
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To allow for an earlier interceptor launch, the RV trajectory
must become as visible to the ground radar as possible. If
the effect of ground clutter can be decreased, a larger foot-
pzint results as is shown in Figure 10. Making the trajectory
completely visible by using an airborne radar or a satellite,
the interceptor can be committed shortly after the booster
burn-out or even before it. Thus, additional coverage can be
obtained. The footprint which results by e~mploying such a

system is shown in Figure 10, also.

K • Keep-off distance

L)
C Decreasing

Figure 10

Effect of Decreased Ground Clutter

Finally, Figure 11 shows how a faster interceptor can be employed
to win the race with the RV.,

The g4in in coverage which is obtained by enforcing different
keep-off distances can be seen in Figure 12. An increased keep-
off distance can ensure the defense a better coverage, while
an improved :iAterceptor can compensate for the cost-limited ASW
defenses. Such data can support the evaluation of the risks,
tradeoffs, and cost of alternative defense systems.
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4. Summary

In studyi-g BMD systems, optimization is a very elusive concept.
The large number of choices available to the defense systems
planner makes it difficult to design a system which is near
optimal over all the variables. Consequently, the analysis of
such systems is greatly enhanced by computer models which have 4
many degrees of freedom to study the offense and defense param-
eters. Such models provide insight and direction to the analyst,
and are effective and flexible tools for handling a wide range of
problem-

A model called MARC has been used to study bieth Hardsite and Area
Defense against ICBM and SLBM attacks. This -nodel allows for
variation of a number of key offense varia•,.es including ballistic
coefficient, trajectory profile, we2von yield, and approach
corridor; and a number of defenie v.-eiables including interceptor
performance, radar and interceptor 1.c~etions, hardness, battle
space, radar range/power, and commi'/a. visition altitude.

Three problems have been addressed in this paper. These are
described as follows:

Hardsite radar defense against ICBM's

In this problem, the radar netting requirements are
established in terms of range, power and hardness as
a function of offense weapon yield.

Area Defense Against ICBM's

This study is concerned with the effects of radar/
interceptor siting and performance, and booster energy.
The variation of area coverage with radar range and
increase in covered area per unit increase in range are
shown in a set of curves.

Area Defense.Against SLBM's

Comparison of the footprint of an interceptor battery
for an SLBM and an ICBM threat is made. Examples of
various defense enforceable options such as an increase
of the "keep-off" distance, the use of sen--rs not
limited by the ground clutter and of interceptors with
improved performance characteristics are illustrated.

In this paper an attempt was made to show the tradeoffs which
can be studied with the aid of MARC. The results are fully
parametric and quantitative conclusions are not drawn.
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Risk Analysis in the Acguisition of BMD Systems
Dr. Edward N. Dodson

General Research Corporation

1 INTRODUCTION

In recent years there has been increasing discussion and concern
about Risk Analysis as part of the overall appraisal of military systems
and equipment. The Secretary of Defense has called for:

"...better risk evaluation of the uncertainties likely to
be encountered in develciment... We have instructed the
Military Departments that during concept formulation, they
are to identify and analyze the areas of high technical
risk. Where formal risk analysis shows that we are not
ready for full-scale development, we will defer system
development. . l.l

Similar views and recommendations have also been voiced by the Blue
Ribbon Defense Panel (the "Fitzhugh Commission"), the Congress, and the
President.

The US Army Advanced Ballistic Missile Defense Agency (ABMDA)
directs the advanced development of BMD concepts and components including
the Identification of preferred system configurations, the definition of
BMD "growth paths" responsive to changes in threat and technology, and
the development of information for BMD decision-making. In support of
these ABMDA missions, General Research Corporation has been conducting
numerous studies, including several directly concerned with risk evalu-
ation. The purpose of this paper is to outline the methods and general
results of these studies.*

2 A GENERAL ANALYTIC FRAMEWORK

2.1 Background

Our studies of risk have evolved from an extensive background in
parametric cost analysis. As part of our general resource-estimating
and cost-effectiveness tasks we have also been concerned with estimates
of lead times and schedules. However, in evaluating alternative weapon
systems which might be acquired to perform some specified mission,
single valued (or point) estimates of time and ccst are not altogether
sufficient because of the considerable differences among system alter-
natives In the likelihood of variations in estimates of time and cost.

*These studies have been fully documented in Refs. 2-4. A closely

related study sponsored by OSD (Systems Analysis) is documented in
Refs. 5-6.
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In short, there can be significant differences among alternative weapons
systems in the risk that development will not be complete in time to
meet the threat, or that completion will not be feasible within the
allotted funding.*

To complicate these widely recogniz, points: management can

commit resources to the achievement of a given design objective in a
number of ways. A "crash" program with extra shifts, parallel develop-
ment effort, concurrent production, etc., may permit reductions in time-
to-completion, but this may requirp higher costs and may entail greater
risk than a more "normal" pace. Briefly stated, there are alternative
mixes of time, cost, and risk for each individual system corresponding
to the alternative ways in which weapons acquisition programs can be
organized and managed.

To account for these considerations we have developed a number of
analytic techniques and procedures.

2.2 Network Analyses

As a general tool we have developed several network analysis
procedures, the network format being a logical structure for analysis of
the numerous, interrelated, one-at-a-time activities characteristic of
R&D programs (as discussed subsequently, we have also adapted this format
to analysis of later phases of the acquisition life-cycle). In form this
representntion is similnr to PERT and other network techniques. We differ
from the usual PERT analysis in two major respects. First, as others
have noted, the PERT procedure computes the critical path on the basis
of expected activity times--all subsequent calculations assume that the
critical path remains along the same activities. In fact, in complex
programs with a number of concurrent activities, there is a distinct
probability that the critical path may shift from the most likely path.
As documented in Ref. 7, the effect of the PERT assumption is to bias
estimates of total completion time--the PERT estimates may be consider-
ably less than the actual estimate should be. Thus, our approach was
devised to include this critical path "switching" phenomenon.

The second point of difference Vith PERT and other network
techniques is the failure of these approaches to fully account for the
numerous interactions, or correlations, of times and costs among the
various activities. One immediate consequence of interactions among
time estimates is that the PERT calculation of total time variances is
incorrect. Given correlations among the individual distributions of
activity time, the variance of the sum along the critical path (i.e.,

Risk, then, is defined in terms of likely variations of time-to-
completion and cost, This facet of risk has been the major focus of
our initial studies. As will be discussed, we have recently been
looking at additional dimensions of risk which are especially pertinent
in Advanced Development (as distinct from Engineering Development and
later phases of the life cycle.
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total project time) is greater than the sum of the indiviaual variances
(in statistical terms, one must add twice the sum of distinct covari-
ances). Thus, the conventional PERT calculations (which do not account
for covariances) err in their estimates of the expected variation in
project completion time. Estimating this variation is crucial to proper
assessment of program risk.

In practice, PERT-COST has been used primarily for purposes of cost
control, and--to our knowledge--has not been used as a planning device
in which interactions of time and cost were fully represented.

The various interactions of times and cost warrant amplification.
Time-cost interactions arise from many factors, among which are the
following:

a. As a given activity exceeds its estimated time to com-
pletion, additional expenditures are required to complete
the work. These expenditures include both direct costs
and overhead costs.

In this simplest of interactions, direct costs scale
with the work remaining, while overhead scales with
the time required to complete the work. This simple
relationship becomes more complicated, however, because:

b. An imminent slippage in schedule will generally become
evident at some point within the scheduled time. Where
adherence to the schedule has high priority, management
will counter with extra personnel, equi7'ient, etc., in
order to meet the deadline, or to minimize the schedule
ovetrun. Hence, activity time may be as originally
planned, but costs may be in excess (although time is the
real culprit). With the wide range of potential manage-
ment responses, time and cost overruns can assume a great
variety of values.

The preceding points have dealt with the relationships between
time and cost for a given activity. There is also a variety of ways in
which interactions take place among activities, for example:

c. Given a schedule slippage in one activity, there may be
extra costs incurred by concurrent activities terminating
in the same event. These costs could be associated with
maintenance of technical personnel who will be used in
succeeding activities, etc.

d. A schednle slippage in one activity may prompt acceler-
ations in succeeding activities in order to reduce total
system time or to avoid shifts in the critical path.

207



e. Given a fixed project budget, a cost overrun in one activity
may prompt rescheduling in succeEding activities in order
to roduce total cost (or, conceivably, the cost per unit
time, e.g., in a given fiscal year).

In addition to these specific typep of interactions, there are more
genera] interrelationships, such as c.ommon problems of technology or
common susceptibility to inflationary impacts, which can affect a great
number of activities,

For purposes of this paper, the specific analytic procedures to
account for all these considerations cart only be summarized (Refs. 2-4
provide greater detail). Our approach includes Monte Carlo procedures
together with a full statistical representation of intra- and inter-
actiltty correlations, i.e., correlations between time and cost for each
activity, and among these parameters for a number of activities.

One immediate problem that may come to the reader's mind is that
of the availability of data with which to specify all. the statistical
relattonships of time and co,,t. Needless to say, fully documented,
objective measures of correlations and c.ivariances are not available.
Howevez we assert that these relationships do exist, and ignoring them
for lack of empirical data can lead to serious error. Ignoring the
correlations among times and costs presitmes that--in fact--they equal
zeto. In many instances this Is much more unreasonable than a Judgmental
est3.mate of some particular value.0

To develop a better understanding of these issues, the first phase
of our studies included a number of sersittvity analyses to establish
which paranmters are important and which can be reasonably ig;iored.
Those found to have significant impact upon overall program estimates
and upon the variations of time and cost are worth further investigation.

3 RESULTS FROM INITIAL STUDIES

Some of the basi.c outputs of our analysis of specific engineering
development programs are illustrated in Figs. 1-4. In Fig. 1 the
individual data points are from Individual trials of the Monte Carlo
process; the collective pattern defines a joint density function of
cumulative cost and elapsed time through selected events, or milestones,
such as completion of engineering design.** The data points can be pro-
jec ted to the individual axes, yielding the time and cost histograms of
Figs. 2 and 3.

There is a growing body of data which indicate the likely range of
variation in aggregate time and cost estimates. Data sources include
the Selected Acquisition Reports (SARs), US Army studies and earlier
RAND studies.

The contours of the hivariate density function can readily be drawn on
Fig. 1 to include, nay, 90% of the data points; then 80%, 70%, . . .
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These results--and comparable figures for other milestones--are
summarized in an overall Time-Cost Summary. Also available is a print-

out of the "criticality" of each activity. As illustrated in Fig. 4,

the criticality results for an individual activity are presented in teruns
of computed slack times (zero slack time indicating that the activity is
on the critical path). The height of each bar may be interpreted as the
probability (in percent) of the indicated slack time.

Our studies of actual development programs indicate that the
phenomenon of critical path switching is fairly common, esRecially when
the program has been planned for a rapid development pace.

,
Faced with the need for quick pace of development, management will
naturclly attempt to reduce the length of the critical path. Since
individual activities generally cannot be "compressed" much, the more
common expedient is to proceed concurrently with two (or more) activities
that would otherwise be carried out in sequence. This adds another path
through the network--one which will typically be near-critical. This
means a greater likelihood of switching from the "expected" critical path.
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Alternative Management Strategies. Figures 1-4 illustrate the

output for one management strategy, i.e., for one particular pl-An
(network) of activities, including a particular set of time and cost
parameters. An alternative strategy means an alternative network; for
example, Fig. 5 depicts part of a network for a hypothetical missile
development program. In this example, a comparatively "radical" strategy
is employed, in which rocket motor development is initiated prior to
Contract Definition. (This strategy might be employed if the rocket
motor were clearly the pacing item, and quick deployment of the system
were considered urgent.) An alternative (and the more conventional)
strategy would be to initiate rocket motor design at Al02E, i.e., after
Authorization to Proceed. Or, if the rocket motor were truly critical,
a duplicate development contract could be awarded (and represented by a
parallel branch in the network).

Initiating development of the rocket motor concurrent with Contract
Definition (CD) entails some danger that the missile system will be so
revised that the original motor specifications will no 1-iger be appli-
cable. Hence there may be a waste of expenditures and t me in starting
and scrapping one design, and initiating another. Comparisons among the
alternative strategies can be made from the individual Output Summaries
and time-cost histograms, and we have done this for a variety of
alternative strategies.

Several noteworthy observations came to light in our initial studies.
First, discus3ions with cost analysts indicated that point estimates of
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account. As others have also observed, 7 the PERT analytic procedure,
which does not account for this switching, overstates the likelihood
of lower values of total time. Thus, the expected value is actually
greater.

As noted previously, we also carried out a number of sensitivity
analyses in order to establish which judgmental parameters of the net-
work are significant in terms of their impact upon estimates of overall
times and costs. The results of these analyses may be summarized as
follows:

the particular shape of the individual time and cost

"probability distributions is not significant except
as it affects the previously mentioned difference
between modal value and mean value. The greater the

difference, the greater is the "bias".

correlations among the activities have significant
impact upon total program risks, i.e., upon the like-
lihood of overruns in time or cost. As the extent
and degree of interactivity correlations is increased,
the range of variation in estimatep of total times and
costs becomes greater.*

a key element affecting cost overruns is the management
response to imminent schedule slippage. In actual
practice there are often considerable extra expenditures
in order to maintain delivery schedules (or to minimize
schedule slippage). The nature of this cost-time
function is, of course, difficult to ascertain, but
sensitivity analyses of several likely functions indicate
that the issue is significant to overall program results.

This same point has been made in striking fashion in the literature of
common stock portfolio selection (see, e.g., Ref. 8). These effects
stem from the simple statistical rule that the variance of a sum of

individual probability functions is the sum of individual variances
plus twice the sum of distinct covariances. One conclusion to be
drawn from this point is that a risk analysis should include a specific
inquiry into economic or technical influences which impinge upon more
than just a few program activities (e.g., perhaps a system has several
components dependent upon some improvement in production techniques for
sensor detector arrays, or upon some common resource such as software
development experts...).
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4 STUDIES OF EVOLVING BMD CAPABILITIES

In a second phase of study, we expanded the scope in several
respects. First, we were concerned with the full life-cycle from
advanced development through production, deployment, and activation.
Second, rather than a single specific component, such as an interceptor
missile, we wanted to include all the major components of a system,
viz., interceptors, radars, forward sensors, etc. We also wanted to
incorporate the various equipment changes and system modifications of
an evolving defense capability to meet an evolving threat.

Our network representation was thus expanded to account for several
component acquisition programs undertaken to meet a near-term threat.
Concurrently, more advanced BMD components are proceeding through the
acquisition life cycle so that they may be phased into operation to meet
more advanced mid- and long-term threats.

The analytic results of these studies are similar in form to
those illustrated previously, viz., they include probabilistic repre-
sentations of tii,.,a and costs, the effects of alternative management
strategies and program plans, and identification of critical-path pro-
grams and available slack times. The slack times indicate how long
particular program decisions can oe deferred without affecting total
system delivery schedules.

Toward a More Formal Representation of Risk. The ABMDA 1970
Indian Summer Study provided an opportunity to develop more explicit
representations of risk in terms of specific design parameters. As we
hypothesized in an earlier study5 , 6 the likelihood of achieving specified
R&D design objectives is a function of a number of factors, including
available money and time, and the txtent to which the "specs" exceed the
existing state of the art. Drawing upon the considerable experience and
knowledge of participants in the Indian Summer Study, the relationships
between design parameters, resources, and likelihood of success (and the
conversely related, risk) were summarized for a variety of components in
the format illustrated in Fig. 6.* These relationships were used in
determining "low to moderate" scheduling inputs for overall acquisition
plans. Where :hese plans resulted in delivery dates which were too
late to meet the threat, the comparative risk inherent in any
"acceleration" could be viewed.

During the Indian Summer Study other facets of risk were also
considered. For example, some system candidates were particularly
sensitive to variations in enemy tactics and procedures. With other
candidates were associated certain political hazards. . . In short, a
variety of operational and political dimensions of risk were also
evaluated.

*
From Fig. 6: scheduling two years of Advanced Development to achieve a
design objective of Y2 would be characterized as medium risk. A less
stringent objective, Yl , would be low risk.
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On-going Efforts. Currently, our studies include refineme.rs of
the design-risk relationships illustrated in Fig. 6. We are also looking
more closely at the nature of risk in Advanced Development (AD). Our
earlier focus upon Engineering Development and later phases of the
acquisition life-cycle was concerned with cost and time overruns--,;e did
not consider the possibility that the design objective simply could not
be achieved, regardless of available resources.* In Advanced Develop-
ment, however, complete failure is a distinct possibility. We are
attempting to establish how successive AD test milestones reduce that
possibility, and what the consequences of failure may be. To illustrate
this latter point (and referring to Fig. 6), the receiver sensitivity of

"Y2 may correspond to an acquisition range of, say, 1000 miles. Failure
to achieve that design objective and having to settle for Y1 might
represent an acquisition range of 600 miles. Thus the coverage of a
planned defense system is reduced. In order to maintain some initial
level of defense capability more sensors will have to be deployed...
In short, the consequences of design "failures" can be related to costs
for extra components. In other examples the defense may have to fall
back to some lesser capability.

By directive (DoD Instr 3200.9), the technology is "sufficiently in hand"
in Engineering Development.
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RISK ANALYSIS OF CASUALTIES

Dr. Daniel H. Newion
OASD

Systems Analysis

How much should be spent to reduce future casualties?

This paper shows that:

* the present approach used by some cost-benefit studies cannot
provide a satisfactory answer to this question because of incorrect
methodology,

* an answer is needed in order to avoid waste of life and waste
of resources,

. risk analysis can answer this question, but

. the accuracy of the answer would be improved if hostile fire
pay depended on risk and volunteers were used for dangerous assignments
instead of draftees.

I.

Ideally, a cost-benefit study determines the desirability cf a
project by adding the maximum each member of the community who would
benefit from the adoption of the project would pay rather than forego
the project to the minimum the remaining members would have to be
paid to tolerate it. If the sum is positive, then the study can
recommend adoption of the project without making interpersonal
comparisons. Adopting the project and compensating the losers would
make some better off with no one becoming worse off.

A variety of tools have evolved to enable the analyst to measure
the compensation required by those who contribute such resources as
capital, land, or labor to a project. If the project also involves the
loss of life, similar measures could be used for casualties. John
McClelland lists several examples of Army studies which cost casualties
in the same way as equipment.
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"It a recent cost-effectivene&s study, pilot replacement costs for
rotary wing aircraft amounted to $88,000, including $43,000, for the
cost of barial, plus payments of Veterans Administration and social
security benefits to survivors.

A weighted average of $3,500 per casualty was used in another study
of alternate combat vehicle designs.. .A similar weighted estimate of
$8,700 was recently developed which was based on a ratio of 3 to 1
killed to wounded among tank crews. The KIA estimate amounited to $19,000
and the wounded $5,300. Included in the q19,000 figure were the following
cost elements:

Casket $168
Clothing 46
Flag 6
Transportation 218
Escort 302
Interment 280
Three Headstones 78

This adds up to a little more than $1,000 for the burial..."

These estimates represent a divorce of cost-benefit from community
choice. A tank crew member would not choose to die even if assured that
"his burial costs would be covered and his family would receive survivor
benefits. If the Army recruited someone with suicidal tendencies,
society would not condone his use. In attaching a specific price to
someone's life, be it $3,500, $19,000, or $50,000, the analyst is imposing
his judgment on the person who loses his life.

II.

In a recent article E. J. Mishan suggested an alternative way of
evaluating casualties.

"...the relevant sums to be subtracted from the benefit side are
no longer those which compensate a specific number of persons for their
certain death but are those sums which compensate each person in the
community for the additional risk to which he is to be exposed." 2/

_/John McClelland "Peacetime and Wartime Costs in Cost-Effectiveness
Analysis" Economic Analysis and Military Resource Allocation, Office of
Controller of Army, 1968, pp. 63-64.

2/ E. J. Mishan "Evaluation of Life and Limb: A Theoretical Approach"
Journal of Political Economy 79, No. 4 (July/August 1971): p. 694.
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Mishan describes four types of risk depending on whether the
risk is voluntary or involuntary, whether the indirect impact of the
death is financial or psychic.

Returning to one of the studies mentioned in the last Section,
the cost of different combat vehicle designs should include a compensation
for the crew members that depends on the riskiness of the design. If
the crew member volunteered, the risk would be of the first type;
if he were drafted, the second. If the compensation were received by
his family because of the risk of being deprived of his financial'
support, the risk would be the third type. If the compensation
covered the risk of the family's psychic loss, then the risk would be the
fourth type.'

For a typical member of the crew, the compensation needed would be
similar to Figure 1.

FIGURE 1
/

/p SRisk Compensation Curve

L U Risk

The crew member and his family do not have to be compensated if
the risk falls below L because they are no longer concerned about
the risk. But there are some risks that the crew member will not
accept no matter how much compensation he is offered. The compensation
required increases from the minimum sensible at an increasing rate,
approaching the maximum acceptable risk asympotically.

III.

If the conventional assumptions used in microanalysis are made,
the Army will waste lives and resources unless

3/ For example, William J. Baumol, Economic Theory and Operations
Analysis, Englewood Cliffs, New Jersey: Prentice-Hall, Inc., 1965. pp. 362-65.
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* the marginal cost of inducing a soldier to increase the probability
of his becoming a casualty is equal to the marginal benefit, and

* the marginal cost of inducing a soldier to assume more risk is
equal for all soldiers.

The first rule :implies that the willingness of soldiers to risk

their lives should influence the amount and nature of military service
provided.

The second rule implies that the decision maker should be consistent.
Lives are wasted if a large amount is spent to save lives and hence
to reduce risk wher, a smaller amount invested in a different program would
cause an even greater reduction in casualties.

The cost of inducing a soldier to assume more risk could be the
aaditional training, or the improvement in the quantity and quality
of his equipment that would reduce the risk to the former level.
Therefore, implementation of the second rule will affect the distribution
of equipment, and the amount and type of training received by soldiers.

Dangerous assignments should be shifted to soldiers with the lowest
marginal cost to assuming risk. But assignments can become too specialized
if the compensation for risk is not .- ,nsidered. Assume that two units
of equal size and proficiency are under consideration for two different
assignments. Both assignments will last a year but at the end of tne
year either unit would have 201 casualties in the first assignment and
only 10% casualties in the second. The casualties are distributed evenly
throughout the year. The distribution of soldier preferences for assuming
risk is the same for both units with the average compensation schedule
described by Table 1. If unit B received the more dangerous assignment
and unit A the less dangerous assignmentboth units would favor
splitting the assignments and increasing the pay of soldiers in unit A
on the average by an amount greater than $40 and decreasing the average
pay for soldiers in unit B by an amount less than $150.

Tablz 1

AVERAGE CO4PENSATION SCHEDULE

Risk Compensation
(probability of KIA) (per month)

5% or below $ 0
10 10
15 50
20 200
25 or above inf
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In general the average amount of time spent in an assignment
should be influenced by the benefits of risk sharing along with training
costs, the advantages of experience, etc. A widening of differences in
the risk of becoming a casualty should decrease the amount of time
soldiers spend in the relatively more risky assignments.

IV.

Both rules cou?1 be incorporated into present cost-benefit studies.
The risk premiums could be estimated and added onto the estimates of the
prices of equipment, labor, etc. But even if one assumes accurate
estimates from limited data, such a procedure would destroy the advantage
of adopting this approach. The soldier who assumes more Ak because
of a change in assignment policy or the quality and quanti~y of weapons
because of a cost-benefit study will be worse off unless he alsoreceives an increase, in pay.

In Section III the analyst cannot recommend assigning unit A to
the dangerous assignment in place of unit B without a pay increase for
the soldiers in unit A. Otherwise, he would arbitrarily decide that the
soldiers in unit A deserved the more dangerous assignment despite their
preference for a safer assignment. The new assignment policy would not
conform to the ideal of making everyone better off.

But if pay accurately reflected the marginal cost of inducing
soldiers to assume additional risk, soldiers would prefer the assignment
policy recommended by cost-benefit studies. Soldiers in units A and B
would prefer rotation with correspondingly higher pay for unit A and less
pay for soldiers in unit B.

Such a pay scale would enable the cost-benefit analyst to contrast
the compensation needed for additional labor, raw material, and equipment
to reduce the risk of becoming a casualty with the cost of paying soldiers
to assume the risk. The soldier who received the pay instead of the
investment of better training and equipment would prefer the higher pay
and correspondingly greater risk.
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V.

Under a volunteer Army market Purces would cause the pay to reflect
the cost of inducing soldiers to assume additional risk If there ,ere
no administrative costs to special pay, a volunteer Army that did "

discriminate between more and less risky jobs would be more expenbive
than a volunteer force that assigns soldiers according to their job
choice and adjusts salaries until shortages are eliminated. The former
policy pays rents to soldiers in the secure jobs in order to eliminate
the shortfalls in the riskier jobs. Forcing soldiers to tak-e the riskier
jobs would not eliminate these rents because the decrease in the
probability of a soldier's choosing his job would create shortages
that would have to be eliminated by wage increases.

The draft distorts decisions in two ways. First, the observed
cost will be less than tn~e marginal cost of inducing a soldier to
assume additional risk. Unless allowance is made for the difference,
the marginal cost will be less than tne marginal benefit. If observed
cosLb are used, lives will be wasted.

Secondly, the marginal cost of a draftee assuming additional risk will
tend to be less than the marginal cost of a volunteer. Assignment of
volunteers to more dangerous jobs requires an increase in budget costs,
while assignment of draftees can take place without changing the budget.
If observed costs are minimized, the draftee will be placed in the more
dangerous assignment regardless of his prefcrence.

If the volunteer Army 4s politically infeasible during a war, tne
distortion caused by the draft could be minimized by assigning volunteers
the dangerous jobs and adjusting pay so there were nio shcrtfalls in
these areas.

VI.

If the personnel and pay systems were restructured so that pay was
associated with the job rathcr than tne soldier and assignments were
determined almost entirely b, choice rather than command, soldiers wno
risk tneir lives would be compensated at less administrative cost than
under tiie present personnel and pay syste.Ts witn their proliferation
of bonuses and options. _/

_/ For a comp..ete discussion of this proposal see Daniel Newlon
"Some Algorithms for Reducing Job Dissatisfaction" unpublisned manuscript
presented at the Operations Research Society of America Sy'mposium in
April 1972.
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But means for compensating soldiers who risk their lives already
exists in hostile fire pay. Hostile fire pay rates could be adjusted,
so that there was no shortage of volunteers for dangerous assignments.
The rates that eliminated shortages would reveal the marginal cost of
inducing soldiers to accept additional risk.

The proposal by the Army to pay a base rate for indirect support
personnel in a combat zone, 125% of the base rate for direct support
personnel, and 150% of the base rate for combat arms would seem to be
a step in this direction. But an individual infantryman in a combat
zone might have a lower probability of being killed than an individual
cook. The rates are not sufficiently discriminating.

An alternative would be hostile fire pay based on deployment casualty
ratios. The average deployment in a geographic subdivision of a combat
zone could be divided into the number of soldiers killed in action or
severely wounded and these ratios used to determine the probability of
becoming a casualty. The larger the ratios, the greater the compensation
received by soldiers in the area. The ratios could then be adjusted for
MOS. The definition of the geographic subdivisin would have to be large
enough to minimize randon disturbances and small enough to reflect varia-
tions in probabilities within the combat zone.

in order to be administratively feasible, the soldiers would have to
be paid after-the-fact. After the soldier completed his tour of duty he
would file a voucher similar to the Temporary Duty form. The voucher would
describe his assignments, i.e., units, time, MOS, during his tour of dut.v
in the comoat zone. The casualty deployment ratios for each unit end MOS
in the combat zone could be tabulated monthly or even weekly based on the
location of the units during the time period. By consulting the Tables,
the soldiers appropriate ratios could be determined. The ratios could
then be used to determine the lump sum hostile file compensations.

The budgetary cost of such a system of hostile fire pay could be less
than the present hostile fire pay. Assume that during the fi--st of four
years of a lengthy war 25% of the time an average soldier spends in the
combat zone would be risky enough to justify hostile fire pay. During the
second year the percentage decreases to 20; the third year, 10%; and the
last year, 5%. If hostile fire pay is a function of risk then a soldier
who risked his life for one year in the combat zone could receive on the
average $5,200 after his tour of duty had been completed L-, less budgetary
cost than the presenc incentive of $65 per month for everyone in the combat
zone.

5/ These percentages are overestimates of the savings during the last
four years of the Vietnam War. If one assumes in 1968 that all soldiers in
the combat arms are continuously in combat and no one else risks his life
and % decline in risk in 69 and 70 is the same % as the decline in the time
the combat soldier risks his life the percentages drop from 23.4% in 1968 to
16.9% in 1969 and 71 in 1970. These gross estimates are used because the
actual figures are classified.

223



The 1971 Quadrennial Review of Military Compensation criticizes the
use of hostile fire pay to attract volunteers. "The historical purpose
of Hostile Fire Pay is special recognition of the hardships and sacrifices
endured by members in combat. This purpose differs from that of' other
special pays whose purpose is attraction and retention of volunteers to
meet critical manning requirements." 6/

In this case a dichotomy between pay for special recognition and
pay to attract additional volunteers is artificial. An increase in hostile
pay provides recognition and attracts volunteers at the same time.

The Quadrennial Paý Review criticizes variable hostile fire jay as
inadequitable. But their examples are based on soldiers who undergo extreme
risks for short periods of time.

"... those involved in fixed battles would ha,.e received the higher
rate for much longer periods than those suffering greater casualties
in more intense yet shorter clashes with the enemy." /

If the hostile fire pay resembles the pay schedules described in

Figure I or Tabla 1, the soldiers who double the probability of being
killed in action but halves the time he risks his life increases his
hostile fire pay.

VII.

The probabilities of being Killed in action or wounded would help
militaiy planning independent of their impact on hostile fire pay.
Equipment and men would be shifted from areas with low probabilities
of being killed to areas withn high probabilities. The impact of
different commanders, force structures. strategies, training, ¢.Ua there
probabilities would become apparent during a war.

Knowledge of the risrs could improve soldier morale given the human
tendency to imagine tile worst. But even if a more Knowledgeable soldier
proved more expensive, the social cost would not increase. If the
soldier's pay increases, the income of taxpayers decrease by tne same
amount. The net loss to socict, is zero.

6/ "Hostile Fire Pay" Report of the 1971 Quadrennial Review of
Military Compensation: Office of the Assistant Secretary of Defense
(Manpower and Reserve Affairs), December 1971, p.iii.

ibid p. III. 19.

224



RISK ANALYSIS IN WEAF3NS DEVELOPMENT

Mr. Robert C. Banash
US Army Weapons Command, Rock Island, Illinois

Dr. Donald W. Hurta
Defense Sy&tems Management School, Ft. Belvior, Virginia

SUMMARY

The beginning of this report emphasizes the distinction between decision/
risk analysis on the one hand and, simply, risk analysis of the other.
Briefly, this distinction is that the domain of a risk analysis is only one
of the alternative branches of the decision tree in a decision analysis pro-
blem. No decision is to be made, the alternative is to be analyzed only in
terms of risk.

Next, we ouggest guidelines and discuss methodology for Derforming
risk analyses :2nd observe that they are similar, though not identical to
those involved in systems analysis studies. The discussion: "When should
a risk analyses be performed?" is followed by a discussion of the formation
and utilization of a risk analysis task force. This organization consists
of a mobile set of "expertise groups" clustered around a program-manager,
operations-research core.

Tools necessary to conduct the analysis are categorized as the type
which convolve a set of random variables or the type which furnish estimates
on the distribution of these variables. Examples are presented to illustrate
the techniques required and tools utilized to meet varied risk analysi
objectives.

I. INTRODUCTION

The US Army Materiel Command, AMC, has furnished the Commodity Commands
with a definition of Decision Risk Analysis (DRA):

Decision Risk Analysis (DRA) is the discipline of systems
analysis which, in a structured manner, provides a meaningful
measure of the risks associated with various alternatives, as
presented to decision makers. An alternative has risk if there
is uncertainty in one or all of the events comprising that
alternative.

A set of guidelines on the constituency of a DRA has been nrovided, (Ref.
5). The key point of the DRA is to aid the program manager in choosing
from among a set of alternative courses of action under uncertainty. Risk
Analysis (RA) has also been defined by AMC:

Risk Analysis is any analysis which attempts to quantify
or qualify uncertainty.
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The suggested guidance is that "Risk Analysis should be an on-going part
of every program." A risk analysis may serve to inform the manager of the
thickness of ice upon which he walks, but it will not lead him to a decision.
It could, however, spark initiation of a DRA. The foundation of the DRA is
the ability to assess the risks associated with each alternative; i.e., a
risk analysis.

This paper attempts to expand upon the AMC guidance by providing some
general remarks on the constituency, tools and application of Risk Analysis
and soecifically on the policies of implementing Risk Analysis at the US
Army Weapons Command. A set of risk analysis guidelines is presented followed
by the organization of a RA task force. Tools useful to these analysis are
then discussed and excerpts of RA. studies are presented to illustrate the
application of these concepts.

II. RISK ANALYSIS - GUIDELINES

The assessmen~t of program success is the primary objective of risk
analysis. Risk analysis is a process which involves the application of a
broad class of qualitative and quantitative techniques for analyzing the
uncertainties associated with the realization of cost, time and performance
goals of prcjects. A fourth dimension, risk, has been introduced as a
common measure to integrate the three dimensions into a single index of
uncertainty and to facilitate trade-offs. One purpose of the risk analysis
is to quantitatively estimate this index and determine its variability under
changes in basic program assumptions and estimates. Another purpose is the
qualitative analys:s derived from the network format, if applicable, and the
searching questions: What can occur?, What action will be taken as a result
of each occorrence?

Another objective of risk analysis is the creation of a quantitative
and exverimental laboratory to study program success. The general method-
ology for a risk analysis should be quite similar to the steps involved in
systems analysis, systems engineering or industrial dynamics. We propose
that the basic risk analysis methodology consist of the following steps:

1. Form a Risk Analysis Task Force
2. Identify objective

3. Specify critical events
4. Develop contingencies for each event
5. Construct program network
6. Collect data
7. Evaluate netiork
8. State conclusions

It is important to ask ourselves whether or not risk analysis can con-
tribute to acquisition management. A risk analysis can be beneficial by
identifying the following areas to program management personnel (Hwang and
Meyer 70):

1. potential problem areas
2. consequences of failure
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3. low risk program areas
4. requirements versus state-of-the-art trade-offs
5. adequacy of acquisition time
6. sufficiency of appropriations
7. optimum allocation of funds
8. data gavs/recommend studies and concepts
9. sensitive/critical, parameters.

One important aspect of risk analysis is to train all program management
personnel to become more conscious oif system risk. The realization of risk
by all levels of personnel would increase the probability of project success
and control cost growth, schedule slippages and degradation of performance.

Risk analysis is by nature an iterative process and must be up-dated
and validated at regular intervals. It has been proposed that risk analyses
be carried out at least during concept formulation, contract definitions and
prior to production. However, the greatest benefits will be derived from
its use as a framework in which to view current and predicted status.
Viewed in this way, risk analyses will be an integral part of the program
requiring updating at key milestones of the acquisition cycle and at the
discretion of the program manager.

III, RISK ANALYSIS - TASK FORCE

The Risk Analysis Task Force has been structured at WECOM to consist of
nucleus and satellite elements. The nucleus has overall stud) responsibility.
It is the continuously identifiable part of the task force. The satellite
elements are the managers and technical experts who validate the ProRram
network description, contribute direction, and contribute technical expertise
as required, See Figure 1.

.6atete.te
membe

ENGINEERS MANAGERS

PROGRAM MANAGER( PERATIONS 
RESEARCH ANALYST

COST ANALYST COMPUTER ANALYSTS

RISK ANALYSIS TASK FORCE
Figure 1
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The nucleus is composed of two key members. One is an operations
research analyst, the other a program-manager. The former has the skills
required to implement the various risk analysis techniques, while the later
understands the objectives and approaches of the development program.

The satellite members enter into the analysis as required. Management
enters to assist first in the formulation of program objectives and later
in the construction of the program network. Engineering and cost personnel
are consulted in the data collection phase to estimate cost, time and per-
formance parameters. Computer analysts may be consulted on the implementa-
tion of the selected techniques. Final computer runs may then be made. An 2,
analysis of the results by the nucleus members completes the analysis and
evaluation phase. Conclusions of the study are presented to management.
This may end the study or initiate another.

This type of organization is based on need. Operations research analysts
are few in number and are required to participate in several risk analyses
simultaneously. The staffs of the program managers are committed to other
aspects of the orogram and are required to participate in the risk analysis
while retaining other responsibilities. This organization retains the
smallest required number of continuously active participants (2) with knowl-
edge of all aspects of the study, but is capable of expanding to include the
active participation of all local experts. The identifiable task forces
have been as large as eight active participants, while four is usual. The
experts review, critique and contribute to the analysis. The nucleus incor-
porates these comments allowing the experts to fulfill other committments.

IV. RISK ANALYSIS - TOOLS

The tools of risk analysis may be considered to be divided into two
classes: those which assist in the simulation of a suggested program
(Construct-Program-Network Phase) and those which aid in extracting basic
data (Collection-Data Phase). The former reflects a requirement for summing
random variables. The latter extracts estimates on the distributions of
these random variables as well as estimates on the end item performance
variables.

Systems simulation in its simplest form may be a sum of independent
random variables; e.g.,

Total Cost - C I+C 2+.*.+C ,

where Ci = cost resulting from activity "i"l.

Analytical and numerical techniques exist for determining the "Total
Cost" distribution, the technique used depends on the distribution assump-
tions on the family Ci and the value n. An analytical procedure is
used if each Ci is, say assumed normally (or X2 , or Poisson) distributed.
If n is large, the Central Limit Theorem may justify treating total cost
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as a sum of normal random variables. Weibull, Beta or Gamma assumptions
or mixtures of distributions, may call for numerical techniqu:.s. Several
computer programs are available. Some are specific with regard to the
distribution family, References 9 and 10. Another is quite general with
respect to these assumptions, but requires some finesse in handling input
to obtain results, (Schlenker, 68). This simulation may result in an end
product itself or serve as input data to a more complex simulation.

Summing dependent random variables and variables with infrequently
encountered distributions is accomplished by means of MONTE-CARLO siulation.
A network describing the program activities is constructed in a form suitable
for a canned network analyzer program; e.g,, GERT, VERT, MATHNET (See
references). The program is "realized" hundreds of times by sampling from
the cost (or time) distribution of eeh activity. Constraints are observed;

e.g., activity B may not be initiated before the completion of activity A.
These "realizations" yield an empirical distribution of total program cost
and time. Examples of these networks are presented under EXAMPLES.

Network simulation techniques are well established. Choosing a network

simulation Lechnique, say GERT over VERT, engenders little controversy.
(We use VERT.) The choice depends on the peculiarities of the development
program, familiarity with technique principles and access to the computer
program.

Techniques which elicit a data base for use in the n twork simulation
are, by contrast, controversial. Certain costs, time schedules and per-
formance parameters may be well-known at the time of the risk analysis;
e.g., contract price on spare parts purchase, total system weight. Much of
the data will be known with less certainty; e.g., time to redesign a replace-
ment part, system reliability. These random variables require characteri-
zation by the Risk Analysis Task Force. Tools of the second type are used
to elicit "expert opinions" on distributions or parameters of these distri-
butions.

Probability distributions are estimated for cost and time random
variable and frequently for performance variables. The family of distri-
butions is either that set provided by the computer technique employed or
a family selected by the task force nucleus. (Schlenker, 67 uses a family
of Beta distributions.) A distribution shape is selected for each basic
activity based on interviews with the "technical experts." Once the
distribution shape is selected certain quantiles of the distribution are
estimated. The experts may then be asked to provide estimates on, say, the
"0", .25, .50, .75, "1.0" quantiles of the distribution, Figure 2. These
estimates will usually require adjustment to maintain consistency with the
selected shape. Another technique determines the snape of the distribution,
from a known family, directly from the quantile estimates, (Cost Analysis
Div., WECOM). Alternatively, the expert may be asked to estimate proba-
bilities of meeting or exceeding specified performance values. Time
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limitations may call for a qualitative evaluation with risk categorized
as high, medium or low in regard to a particular aspect of the program;
e.g., performance, as in Figure 3.

The consolidation of these estimates has been achieved by taking the
arithmetic mean of the estimates and by attempting to develop a concensus
among the experts using the Delphi Technique (Dalkey, 70).

The shakey foundation of the analysis is the basic data. The technical
experts may possess little experience in probability practice and so may not
be able to translate their "feelings" on chance-of-occurrence-of-an-event
into subjective probabilities. It is also presumptuous, on the part of the
operations research analysts, to select a probability distribution from the
estimation of a few quantiles of the distribution. These problems were
recognized and discussed by Grubbs in regard to PERT (Grubbs, 62); this
discussion is still pertinent to much current risk analysis practice.

Some of these deficiencies are addressed by performing sensitivity
analysis i.e., rerunning the program network-analyzer for various distri-
bution parameters, quantile and probability estimates. This type of analysis
is performed in the Evaluate Network Phase. The result is a determination
of critical network activities. Observation of a wide fluctuation in the
program risk over "reasonable" variations in data assumptions will cause
doubt on the meaning of risk as a measure of program failure, but provide
the program manager with something to "think about."

IV. EXAMPLES

These examples were chosen to illustrate the variety of technique
assemblages employed to address specific risk goals. The first is a two
purt analysis concerning tle XM198, Towed 155 Cannon; the second is an"in
process" study concerning the MllOE2 Self-Propelled 8" Cannon.

Example 1 (Williams and Banash, 1971)

Objective: Determine current program risks in regard to cost, time and
performance constraints.

Techniques:

Simulation: Convolution, of Beta distributions, was performed for
total cost and total time distributions using numerical procedures.

Basic Data:
a. Experts selected distribution shapes from family of Beta distri-

butions for cost and time random variables.
b. Performance was divided into five states: 1-unacceptable, 2-

marginal, 3-meets requirements, 4-exceeds requirements, 5-meets desired
goals. Probability of observing each state was estimated for each per-
formance category.
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Figure 2
SAMPLE TORM

Performance Estimates

Component Miles
Definition: 8 6 Mean Between Failures

Rounds

1. The value of 6 estimated for this component is
2. A proposal has been made to replace this component with the component

described on the attached sheet.
3. What, in your Judgement, is the; a. minimum value of 8 -,

b. most likely value of 6 , b. maximum value of 6
for this new component

4. Assume that the value of 0 for the new component has been found to be
between the values you estimated in 3.a and 3.b. Considering this new
informationt circle a new estimate of e on the following scale:

estimate 3.a estimate 3.b

5. Assume that the value of 0 for the new component has been found to be
between the values you estimated in 3.b and 3.c. Considering this new
information, circle a new estimate of 0 on the following scale:

E I I I Ii ]
estimate 3.b estimate 3.c

Figure 3
SAMPLE FOIM, ABRIDGED

Assessor Organization Subsystem _

RISK CATEGORY:

High: a. Technical breakthrough required
b. Design considered to approach state-of-the-art - no prototype
c. Demonstrated concent in breadboadr - no ,rototyoe
do

Medium: a. Prototype available but functional narameters uncertain
b. Interfacing problems, but not judged serious
c. No prototype - but considered well within the state-of-

the-art, however requires a cut and try approach
do . . %

Low: a. Scaling required cn a proven design, no Problems forseen
b. Similar component exists - slight modification required
c. Any cormetent engineer could build one (requirements are

non-rigorous)
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Output:
a. Probability of not meeting time and cost constraints and per-

formance requirements. This was defined as program risk,
b. Risk isograms were constructed which illustrated relationship

between time and cost for specified risk levels.

Example 2 (Hurta, 1972)

Objective: Determine technical areas of high risk. Determine solution
complexity of problem. (Accomplishment of these objectives would provide
guidance on resource allocations.)

Techniques:
Simulation: Not r ired.
Basic Data:
a. A survey was taken to determine existance of uncertainty in areas

of technical performance*
Delphi technique was used on these areas to estimate 1) proba-

bility of problem occurring, 2) solution complexity according to:

Solution

Complexity Meanin

a Existing technology
Scaled version based on existing

technology

c Limited component test available

d No lab or component work available

e No lab or component work and
limited theoretical basis.

3) optimistic, pessimistic and most probable solution time.

Example 3

Objective: Assess the risks associated with the MlIOE2 development program
with regard to time, cost and reliability-availability-maintainability, RAM,
performance. Identify critical decision points and activities which affect
these variables. (Identification of these critical areas was expected to
lead to intensive management or consideration of alternative courses of
action.)

Approach: The study was separated into two phases.

Phase I ("Rough Cut")
1. establish the scope of the risk assessment,
2. establishing the objectives of the risk assessment,
3. describing the inter-related programs within a network

format to define major activities, milestones and
decision points,

4. perform a qualitative evaluation.



Phase II
1. quantitative evaluation of the program defined during

Phase I,
2. analysis of results,
3. conclusions

Techniques - Phase I

Simulation:
1. Network of program activities constructed, Figure 4.
2. Network entered into STATNET (VERT) Monte-Carlo networl.

analyzer (Moellert 72).
Basic Data:
1. Minimum, most likely and maximum estimates obtained for

cost and time aspects of major program activities.
Triangle distribution assumed.

Qualitative and quantitative analysis of the network developed in
Phase I led to a determination of critical activities and decision points;
e.g., the impact of a timely funding decision would determine entering ET/ST
with or without product improved parts. Success of product improvements
necessary to program success. This focused attention of ET/ST activities
and an expanded network (Phase II).

Techniques - Phase II

Simulation:
1. Network of ET/ST constructed and entered into STATNET

program. (Data developed from this served as input to
simulation of Phase I.)

2. Monte-Carlo procedure used to convolute cost random
variables to obtain activity cost distribution. £hese
data feed both network simulations.

Basic Data:
1. Estimates of quantiles of cost distributicn were obtained

and averaged over responses.
2. Time quantile estimates obtained, by program analysts.
3. Estimate on event occurrences ("OR" nodes) obtained by

averaging estimates of technical experts.

V. CONCLUSIONS

The Risk Analysis is a tool which serves the program manager by
attempting to estimate the probability of program success and indicate
weakness at the activity level. The task force formed of a small nucleus
genap which drawing support from management and technical experts on an
"azi needed" basis provides economical use of personnel resources.

The application of the entire set of guidelines provided in this paper

will lead to a comprehensive analysis. However, the objectives, scope and
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time limitations of the risk analysis may require application of less tbhn
the complete set. These considerations and the complexity of the program
under analysis will determine the required tool assemblage,

The basic data forms the usually shakey foundation of these elaborate
analysis. The effects of data estimates and assumptions can be mitigated
through judicious utilization of sensitivity analysis and interpre:ation
of results.
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A SSTE FR "EA RF•AL TIME CASUALTY ASSESSMENT"

IN FIELD EXPERIMENTATION

Walter W. Hollis
Scientific Advisor
USACDEC, Ft Ord, CA.

Introduction

OOni o1 the perpetual challenges which faces analysts in whatever
field of endenvor is the degree to which their simulations approach
"reality." This challenge is particularly perplexing to those engaged
in military analysis. On the one hand, many of the customers for
military analysis weigh the computer simulations subjectively based
on their combat experience and find them wanting in realism. On
the other hand when simulations are conducted in the field, there is
an equally large group of consumers of the product who criticize the
lack of precision because of assumptions made or lack of control
introduced in an attempt to increase realism. Finally, field
simulations have not been able to generate "pucker factor" realism.
This slide depicts the essence of the problem.

Field experimentation has the potential of being a closer simula-
tion of reality than do other techniques available provided one can
be in control of the data from the experiment while permitting the
participants freedom of tactical action. Real time casualty extraction
can add the threat of "kill or be killed" which heightens realism
and generates combat-like player reactions. Until recently such
freedom of action could not be permitted in two-sided experiments
because the requisite means of assuring data control were not at
hand. US Army Combat Developments Experimentation Command
now has in being a hardware/software system which permits the
execution of a two-sided, free maneuver experiment in which the
interactions of the two-sides as a consequence of a meaningful
assessment of attrition can be examined.
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One of the uses of such an experiment is to infer by some pre-
defined measure of effectiveness whether red or blue wins in the
lon- run, Previous experiments concerned with the outcome of
one on one duels, experiments with multiple combatants in two-
sided duels. and simulations have often resulted in an inferred ex-
change ratio which has been employed as the indicator of "who won."
Exchange ratios based upon previous experiments have been cal-
culated post trial from experimental data confounded by the absence
of the player interactions which would occur as a consequence of
attrition. For this reason, doubt exists as to their validity. US
Army Combat Developments Experimentation Command has
recently completed an experiment involving attack helicopters as
part of a combined arms team, whdch was the first experiment in
which meanin,.ful real time casualty assessment has been possible.
Near real tinie is a three to seven second delay between the "open
fire" event and a notification of duel outcome at the target. This
experiment permitted the occurrence of the type of interactions which
had previously been missing. Its results together with those of
future experiments of the same kind should serve to clarify the
honest doubts in the minds of both groups of consumers surrounding
past post trial or analytically derived exchange ratios or other similar
measures of effectiveness.

As an introduction to the discussion of the hardware/software
system required for the extraction of "casualties" during problem
play. identification of the data elements required is appropriate.
Those data elements drawn directly from the experiment are
shown on the next slide. Unambiguous target-firer pairings are,
of course, the key requirement. ITr additicn to the data elements
shown on the slide, a priori infformation is required on the prob-
ability of kill, given a shot. or for automatic weapons the prob-
ability of kill given a burst, for each possible weapon-target
pairing. Illustrative ot other a priori information required are data
on the distribution of times to fire second and subsequent rounds
for tank cannon and antitank weapons. for proper control of the
rate of fire of such weapons, and data on the basic load of ammunition
for each weapon to insure against unrealistically high numbers of
engagements by a single weapon.

Instrumentation System

The instrumentation system employed to collect the required
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data, process the data and extract the "casualties" consists of a I

Range Measuring System, Range Timing System, Direct Fire 9.

Simulator and a medium scale computer. The latter component 3
both processes data and serves as a control device for the other
instrumentation systems. j

The Range Measuring System is a omni-directional microwavesystem operating at 930 MHZ. The system has been designed to

provide data from which the position location of cooperative player
elements in an experiment may be determined. The system operates
on commands generated by the computer and may, in addition to the
position location function, perform in the role of an event recorder/
control device through its capacity to transmit to and receive
from the player elements simple messages. Position location data
are generated based upon the range between transponder equipped
player elements (called "B" units in tne CDEC terminology), and
a minimum of three fixed location interrogator stations, called.I
"A" statiuns in ihe CDEC system. The system position location
routine polls each "B" unit once a second. At the time of this
polling the "B" unit can also notify the interrogator station that
there is a message to transmit. In this situation the player "B"
unit is again addressed and will transmit its message through
the interrogator station to the computer.

The Range Timing System (RTS) provides a common time base
for each data recording system. A master timing station trans-
mits IRIG (Inter-Range Instrumentation Group) time throughout
the experimentation area.

The Direct Fire Simulator (DFS) is a cooperative laser trans-
mitter/detector system that, when installed on player elements,
permits positive identification of firer-target pairings during a
trial. The transmitter is a low power gallium arsenide laser
operating at 9050 A0 . The beam width is five milli-radians. The
output energy of this transmitter is such that no eye hazard exists
which restricts its use in a two-sided problem. Each laser
transmitter emits a uniquely coded pulse which can be detected
and decoded at the target. The laser sensors are silicon photo-
detector diodes. The DFS interfaces with the dat. link of RMS
so that firer and target data can be transmitted to the computer.
It is worthwhile to note that the name DFS is really a misnomer.
The DFS is a communication link for identifying firer and target
and in no way simulates the characteristics of any weapon.
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The computer employed is the General Electric Model 605 which
has a 64, 030 word core memory. The normal compliment of
peripheral equipment such as line printer are also available. The
computer serves to control the instrumentation system in accord-
ance with its program and to perform the calculations requisite
to the "near real time" casualty assessment routine. The inter-
connection of these systems is shown schematically in the next
slide.

Casualty Assessment Routine

As noted earlier, the casualty assessment routine is based, in
part. on data directly drawn from the experiment and in part on
data drawn from sources external to the experiment. The casualty
assessment routine operates typically as follows:

A target is taken under fire by an attacker system employing
its organic sighting system to which the laser transmitter of the
Direct Fire Simulator System hats been boresighted. Upon com-
pletion of the weapon laying process the gunner activates his weapon
firing system which triggers the laser transmitter. On firing of
the laser, a coded signal is sent to the control computer through
the RMS system identifying the laser which has fired. The firing
event time is recorded based upon the IRIG timing system.

Assuming the laser beam illuminates the laser detectors mounted
on a target, the fact of the receipt of the laser signal, the identity
of the firing laser and the identity of the target will be transmitted
to the central computer via the RMS system. The crew of the
target vehicle is also provicied a visual indication that the vehicle
is under "fire."

Since, in addition to the event data, the RMS also provides data
from which the position of both the target and the firer may be
derived, the computer has, at this step, the identity of the
firing weapon, the identity of the target and data from which to
compute the range between the target and firer,

The range between target and firer is computed, a look-up
table of probability of kill given a shot for the identified target-
firer pairing is entered and a specific Pk selected. A random
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number is then generated, compared to the Pk number and the
kill/no kill decision made.

In the event of a kill, the RMS sends back to the target a signal
which triggers an audio-signal indicating a kill to the target crew.
This signal also disables the laser transmitter on the target. A
manually triggered smoke grenade is fired on receipt of a kill
signai to indicate to other players that a casualty has occurred.

The basic load of ammunition for each weapon is stored in
computer memory. At each firing the firer's ammurnition supply
is decremented by one round. When the basic load is expended
that player is notified through the RMS data link of his out of
ammunition condition and his laser transmitter is disabled.

For non-automatic fire weapons such as tank cannon and command
to line of sight missiles such as TOW, the time to fire second
and subsequent rounds is determined by a controller with the system.
This controller draws a number frem distribution of data on times
to fire second and subsequent rounds. By this technique a
realistic control is exercised over rate of fire.

Although the basic sequence of operations for the casualty
assessment routine is the same for all weapons, there are specific
variations or additions which are dependent upon weapon type.
Some of the more significant are described below.

For command to line of sight guided missiles, the firing simula-
tion ground-to-ground and air-to-ground requires that the firer
be in laser contact with the target in one of the last three seconds
of flight prior to impact. This requirement is to insure the
effect of flight time is not washed out of the engagement and as a
reasonable means of insuring that the gunners track the target
and are properly exposed to counterfire during time of flight.
After receipt of a signal at the computer that launeh has occurred,
and if a target has been identified, a countdown starts based on
the time of flight of the missile to the indicated range to the target.
Beginning at time of flight seconds minus three and continuing to
time of impact, a check is made for laser communication with the
target. If the communication check is positive, the shot is pro-
cessed for a casualty outcome. If not positive, the missile is a
"no hit." Ammo supply is decremented and the firer is notified
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of missile impact. In the event of a firing without a target identifica-
tion, the firer will be notified at the expiration of the missile
maximum time of flight that impact has occurred and his ammunition
supply is decremented.

The probability of kill given a burst for the prcdicted fire anti-
aircraft weapons is computed by means of a Salvo fire equation.
Data drawn from the experiment for this computation, in addition
to the range between the target and firer, are the velocity of the
aircraft target and which of seven different aircraft aspects is
presented to the firer. Velocity information is extracted from the
time based position location data. The seven target aspects are
derived from three independent groups of laser sensors mounted
orthogonally on the aircraft. The specific target aspect is deter-
mined based upon whether one, two or all three groups of sensorsare illuminated. This information is transmitted to the computer
via the RMS data link.

The laser beam divergence (5 mils) of the DFS necessitates
the generation of certain rules of engagement. These are:

If a single target is illuminated simultaneously by more than
one firer only one firer will be processed.

If more than one target is illuminated by a single firer, the
closest target will be chosen by the computer system logic. This
rule was selected since it appeared not to favor either side:
Other rules can, of course, be played. For eratnple, the selection
of a priority target such as an air defense weapon in the case of
an attack helicopter.

Conclusion

The next slide shows a portion of the result of a typical
experiment trial displayed on a time line. Each engagement is
identified by a vertical line extending between the firer and his
target. The engagement range is given in meter.. The engage-
ment outcome, survive, kill, out of range or other appropriate
outcome is given by the symbol at the target end of the line. The
symbols are defined in the legend at the bottom of the chart. The
time scale is one minute between numbered divisions. This type
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of data display is one of the two key data displays required for
analysis of experiment outcome. This display is critical, since
it shows on a trial by trial basis the degree to which the data
on each exchange of fire are unambiguous. The other key data
display is the computer print out which shows the Pk assigned to
each exchange of fire.

The primary purpose of casualty extraction is to permit

"• ealistic" interaction to occur between the players within and

between the oppo)sing forces. The observed number of blue and
red casualties by trial or series of trials is not used per se to
formulate an estimate of the loss exchange ratio. An expected
value for this ratio is computed based upon appropriate summation
of the P Ws overall engagements.

The instruniuntation used in the initial experiments was essentially
prototype and, because of vehicle vibration and other electronic
interferemce effects, there were a number of engagements in which
there were 1o corresponding DFS laser hits on targets. However,
the instruimentation provided so much data associated with each
event that post trial analysis was able to verify 96%o' of all events.
The preliminary results of this analysis, 10 trials out of 43, showed
that approximately 70% of all casualties were extracted in real
time. This post trial analysis provided extensive data, voice,
film, ground track, and controller observations on more than
3, 000 events in simulated battle.

Given the ability to perform this kind of combat simulation and
collect this kind of data with real people on real terrain it appears
that those engaged in the digital combat simulation discussed
earlier could begin to build bridges between the two types of
.3imulation that would increase considerably the utility of both types
of simulation. Some work of this type is ongoing already in
connection with studies of the attack helicopter materiel need by
the Army. It appears that the type of field experimentation described
could be used to verify or to refine models in common use today.
Since field experimentation is expensive, the construction of
relationships between the two types of simulation requires careful
thought and analysis, so that such field experiments as may be
identified for execution are addressing the most relevant questions.
In this regard a statement of Mr. D. C. Hardison, Combat Develop-
ments Command Scientific Advisor, bears repeating, 'What is it I
need to know, that I don't know, that I can learn through experiment?"
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INTRODUCTION OF BANQUET SPEAKER

by

BRIGADIER GENERAL CHARLES D. DANIEL, JR.
Director of Army Research

In taking a quick look at the background of the past speakers of the
Operations Research banquet I found that, of course, the backgrounds come
from a broad range of occupations and the people who spoke, spoke on diverse
topics. While these topics were not always OR oriented they all had one
thing in common and that is a real strong interest on the part of the
audience, in particular, and the part of our nation as a whole. As an

example, our speaker in 1962 was Dr. Paul Gross of Duke University and he
spoke on the subject of "The Challenge to Science in the Second Half of the
Twentieth Century." In 1963, Dr. Hugh J. Miser of The Mitre Corporation
spoke on the subject of "Operations Research". In 1965, Dr. Wernher von
Braun, spoke on the subject of "Keeping a Date in Space". In 1971, we had
Mr. William H. Megonnell of the Environmental Protection Agency who spoke
on "Federal Air Pollution Control Program: An Evolving Blueprint." Tonight
our speaker is Brigadier General Robert Card who is the Director of Discipline
and Drug Policies for the Department of the Army and he will speak on a
subject which has the same sense of urgency and the same high level of interest
to us, either as members of the military, as parents, or as members of a great
nation that finds itself in a very precarious position. The subject that he
will speak on is "Drug and Alcohol Abuse-The Army Drug Program."

Before I let General Gard take over the rostrum, I'd like to give you
an idea of his background so you will appreciate the depth of experience
that he brings to this audience. General Card is a graduate of the United
States Military Academy, the Command and General Staff College, and the
National War Cullege. He received a Master's degree from Harvard University
in 1957, and returned to the Military Academy to join the faculty in the
Social Sciences Department. At the invitation of the Dean of the Graduate
School of Public Administration, General Gard returned to Harvard University
for the academic year 1960-61 and completed his Ph.D. in political economy
and government. General Gard is also obviously a soldier and he's in the
best branch of the Army, the Field Artillery. I always have to get in a
plug for the artillery. If we don't speak for ourselves nobody else will.
His troop assignments include duty as a battery commander in the Korean
War, and a 105 mm. howitzer battalion commander in Europe. He was the
division artillery commander of the Ninth Infantry Division in Vietnam
from August 1968 to May of 1969. He's served in several high level staff
positions including the Office of the Secretary of Defense where he was a
Staff Officer in the Office of the Assistant Secretary of Defense for
International Security Affairs, later Special Assistant to the Assistant
Secretary, and finally, Military Assistant to the Secretary of Defense.
It's with a great deal of pleasure that I introduce Brigadier General
Robert Gard.
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DRUG AND ALCOHOL ABUSE-THE ARMY DRUG PROGRAM

by

BRIGADIER GENERAL ROBERT G. GARD, JR.
Director of Discipline and Drug Policies

Office of the Deputy Chief of Staff for Personnel

Thank you very much Charlie, and my fellow drug abusers and those
few of you who have never had a hangover. I was a little uneasy about
coming down here to address this group because I know of your high
competence in things I don't understand, but I was much comforted thLs
evening to run into a lot of old friends who were down here under the
same false colors I am; they don't know anything about what you're doing
either so I feel much more at home. The letter that was sent to me to
invite me to meet with you here this evening mentioned that it wasn't
necessary that I be a member of the Operations Research community and
I was grateful for that. I want to warn you, however, that the people
who planned this meeting have a more insidious purpose in mind because
my selection for this honor is related to the theme of this conference.
Permitting me to speak here tonight is a case study in "risk analysis,"
and Just to let you know that the administration understands this, the
fact sheet that I received, and I think you did too, singled out this
meeting this evening in that it felt it necessary in view of the speaker
and the topic to caution-and I now quote-"the banquet is considered a
part of the symposium and attendance of all participants in encouraged."
I think I understand what they're saying. I do want you to know that I
appreciate your forbearance in coming out this evening to listen to this
particular subject area because it's one that has rertainly occupied my

time over :he last several months and one that I think affects us all.
We've really had a serious drug problem for some time in our society and
in the Army and I refer, of course, to my favorite drug, one that some of
us abused this evening to the extent that, as our master of ceremonies
mentioned. they ran out of it. So if the shoe fits, put it on.

This society tolerates 38,000 alcohol related deaths a year. There are,
depending on your definition of alcoholism, upwards of 5 million alcohol
addicts, we call them alcoholics in this society. Many hundreds of thousands
to the point of personal and family tragedy. There are thousands more, indeed
millions more, of problem drinkers whose use of alcohol creates difficulties
for them and surely alcohol is the society's most serious drug of abuse. Then,
of course, as all of us know because we are in a drug-related society, the
housewives who take downers to help them sleep at night and maybe uppers to
help them go in the morning, they're not junkies but they've got a drug
problem too. So what's the big concern? Our society is accustomed to
paying this high price for drug abuse. To produce a perception of a social
problem, I would contend that the dangers must be generally unfamiliar; they
must be relatively widespread; drug use in a manner that deviates from the
accepted social and medical patterns within a given culture; and most important
they must produce significant antisocial behavior that the society finds
intolerant.
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Now, if you go back a bit to look at the evolution ot our recent drug
problem, you know you go back to the early 1960's up toward the mid 1960's
when LSD, Timothy Leary, and the flower children were prevalent. These
were dangerous and unfamiliar drugs. There was some loss of life, but
basically the flower children were quiet and peaceful and introspective
anu society didn't worry very much. Then if you take Haight-Ashbury as
kind of the community that leads in this field, although I was told
tonight that this particular community has been somewhat progressive ia
this regard as well, you move into the use of "speed" along about i967.
The speed freaks were paranoid, aggressive and violent. You begin to get
some antisocial behavior that concerned others. The dope heads, people
who used the downers, then transitioned into heroin and you can pick your
dates-1968, 1969. The number of reported deaths began to go up, a thousand
a year in New York alone. The spread became rapid throughout society, it
left the ghettos and reached the suburbs and people began to be concerned.
Concerned because the degree of unfamiliar antisocial behavior became
sufficiently widespread to get our attention, I refer, of course, to the
significant increase in crime that was related to people maintaining a
habit on heroin and the public concern that then grew up was reflected in
the Congress, evidenced by the reports of Congress-ven Murphy and Steele who
went to Vietnam and reported drug addiction among our Gl's at 20 to 30%.
Then finally about a year ago, the President declared a national counter-
offensive against drug abuse. He called drug abuse "public enemy number
one." So we, in the military, who bad tended, I think, to sweep this
problem under the rug somewhat, much as we had tne alcohol problem., found
ourselves confronted with a situation, not a theory, and the pr..ority, of
course, was on Vietnam because it was there that this very potent heroin
was readily available. It mushroomed in tnlat theatre and about this time
period and we were told to identify, immediately, those who were dependent
on heroin, treat themi and not return them to streets already with an
intolerable crime rate. That's the priority we received. We began screening
soldiers leaving Vietnam the day after the PresiJent's announcement and this
was really the beginning of anything you could call a comprehensive Department
of the Army attempt to meet this very p,-plexing drug abuse problem. There
were some previous efforts. In the fall of 1970, we published an Army'
Regulation which directed education in drug abuse and permitted commanders
to offer amnesty to those who might seek treatment, but basically we approached

A this problem from a law enforcemert standpoint. We were forced, when the
Executive became energized to br.gin to do something about this, to start a
program not only before we could provide trained perEonnel and resources to
the field, but even really .efore we could plan the program,

d1ith that introduction I thought what I might do is sketch for you how
we met this particular challenge in the Department of the Army; sketch for
you a brief outline of concept of our program and then give you the opportunity
to ask questions of me in those particular areas of #he program that you find
of particular interest or concern. As I mentioned a moment ago, we began
in Vietnam, that's where it all started, and you might enjoy this because
this is not unique to me and you'll recognize things that have happened to
many of you. I was having a marvelous time in New 'ork City at the Council
on Foreign Relations, a very relaxed kind of assignment and I had seen an
article in the New York Times, toward the end of May, and it showed a picture
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of the Joint Chiefs of Staff and the President, who was looking very somber.
The President was talking to the Chiefq about the forthcoming dr-ig abuse
counteroffensive in which the military was to participate, and I told a
couple of friends of mine at the council; I pointed to the picture and said,
"Some poor soul is going to be jumping in about two weeks." Two weeks later
I got a phone call and someone said, "Sir, we have an.assignment for you."
I said, "Great, I've been trying to get one out of you fo7 six months. What
am I going to do?" He said, "Well, don't delay, we want you down here in
two days. You're going to run the drug program for the Army." I said,
"Man, you've got to be putting me on." I went down there; I had heard of
heroin, but I didn t know what it was, and two days later I was negotiating
with the White House on our terms of reference. This thing really moved
fast. Nine days after my arrival the President made his announcement and
the tenth day we were screening people in Vietnam. After we screened these
people and found out who they were we had to medically evacuate them to the
States. The question then arises, even to a guy who knew as little about it
as I did, what are we going to do with them when they bring them back? We
didn't have any drug treatment centers. I had negotiated with the Veteran's
Administration about how we would phase people into their facilities and
they announced to me they only had five drug treatment centers. I said,
"That's very interesting, we don't have any." What we did was go out to
the 34 largest Army hospitals and said, "Guess what? You're confronted
with a situation, not a theory." We picked these hospitals because each
of them had a mental hygiene clinic, which meant they had a pzychiatrist
and a social worker and some techixicians to assist in the program so %hen
the men came back they would have somebody who could assist them. This
whole program was as new to our medical personnel as it was to the rest of
the Army. We decided right away that we were going to decentralize this
program. We considered cther alternatives but we decided o'. deceitralization
for two reasons. First, because the prognosis for rehabilitation seemed to
be more promising, but in my view more important, we made this choice because
the drug problem is epidemic in the military communities just as it is in the
civilian communities. There was really no practical way that you could allow
a commander the luxury of saying, "I have a man with a drug problem, ship
him off someplace and cure him and then send him back to me." That would
have been an understandable reaction for a commander, particllarly in this
time period, faced with all the difficulties of troop command, but we
decentralized and wle did so very deliberately. Now the soldier would be
medically evacuated and this was the beginning of the program. If he was
due to get out of the service, we seut him to the hospital nearest his home:
if he was due to stay in the service we sent him to the hospital nearest his
next duty station. We than tried to stabilize him in the hospital, as I'll
cover a bit later, and tried to get him back to work in the unit as quickly
as we co,,ld.

You may be interested in whether Murphy and Steele were right. Were
there 20 to 30% addicts in Vietnama? Actually, it's really hard to say and
I'm not confident about the figures early in the program and I'll tell you
why; because we sent these test machinei over to Vietnam and we had them in
place and began testing a day after, but initially we didn't have the lab
procedures down very well. I thought like when you collect a urine sample
you throw a pill in it and hold it up to the light. "That's green, mnn it's
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go, he's okay." Ii it's redý, you've got drug problems. It's vary complicated
and we didi:'t have thi-s shaken down by any means, initially. I say all this
to let you 'know when I indicate to you that we're running about 5% positives
for the pecple coming home you can put it in context because it took us a
while to shake the labs down. We, of course, put control samples in the
labs to check them out and found out that they weren't nearly as accurate
as we had hoped. And, of course, the individual on his way home knew when
he was going to get tested so if he could abstain from using heroin for a

matter of a few days he coultd slide under the screen and come home or the
freedom list. It was only a few weeks later that we put an unannounced
testing policy in Vietnam where we went out into the units and by that time,
of course, the word was around that we had this particular program. We
tried to do something from the standpoint of education so we weren't able
really to measure what the prevalence was in Vietnam because by the time
we began the unit screen, even though individual units would vary all the
way from say 0 to 25% in the cases of some companies, the average again
was slightly over 5%. Where have those figures gone since then? Well,
by February, on the people coming home we dropped down from about 5% to
2 1/2%, and I'm pleased to tell you in March it was under 2%. In the case
of the unit test, it stayed around 5%, but you must understand first, that
the labs got better, and secondly, those units that tested with a high
prevalence, initially, got tested every two weeks. This biases the figures
upward. You may have seen some stuff in the press that said they haven't
gotten any better because it's still 5%; but in fact we have, because if
you take out the units that we repeat the test on and just kind of normalize
the rest of them it'R now running down around 3%. This caused the Assistant
Secretary of Defense of Health and Environment who visited there to say, and
I was very grateful to him, "The green machine has done something right."
You know, if he had said, "The Army program had positive results," nobody
would have printed it. He made every paper with the "green machine" doing
something right. We, I think, have done something about at least turning
that epidemic around in Vietnam. Meanwhile back in the States, of course,
here come these people and within six weeks after the President ' s announcement
we'd contracted with civilian laboratories and had begun a program of special
event testing in t-, States. People coming into the Army get tested, people
on their way overseas get tested, people getting out of the Army get tested,
and again you may b2 interested in kind of levels of magnitude that we
found. Let me caution you once more that these labs turnei out not to be
as reliable as we'd hoped they'd be. They were servicing druS programs
where they had smaller numbers of samples with a high drug :ontent and that

gives them one kind of testing problem and one kind of management problem,
end, if you'll pardon the pun, when we flooded the labs with the urine
samples and they had to test large numbers of themit became a little
different game. They weren't really equipped to handle samples of this
magnitude and as we slid control samples in, and so forth, we found out
tney were flunking the course. So, at least, initially, we were getting
an understatement-to what extent we're really not certain-of the problems,
but with some understatement. I might add, by the way, that we have since
written those contracts and put a financial incentive in. If we slide
control samples into a batch and they flunk the course in the control
samples, then we get paid for the whole batch. This has given tfl'm incentive
to improve their management techniques in the lab. We haven't solved that
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yet so we're putting contact teams out in each of these three labs that
we're using in the States in hopes that we can improve their performance.
Basically, it was running about 1.5% of people coming in, that's lab
positives. Some of these guys may have been taking GI gin or paregoric
for other kinds of ailments and we weren't able really to go thrcugh the
statistical battle of trying to correlate the lab positives with each
individual because that hassles the field even greater than we're
hassling them now; so these are just lab results. But there are about
1.5% of guys coming in and about 1.5% of guys going overseas; no increase
yet, but about .4 percent increase when people are getting ready to get
out of the Army. We also test those undergoing rehabilitation back in -

the States and, of course, the percent positive is much higher, but not
the 90% that was predicted by some. It's been ranging somewhere between
10 and 15% which is really so phenomenal that I just want to leave that
now and I'll mention it again later.

Ten weeks after the President's announcement, we were testing all
overseas returnees, the same program we had in Vietnam for the people
coming home. Two months after that we had begun unannounced tests,
treatment and rehabilitation efforts on station worldwide. I don't mean
to stand here and tell you that we have a highly professional program on
every one of our installations all over the world. We certainly do not.
It's like anything else that you do on a decentralized basis. Some people
respond very well and very quickly and others are slower. We felt it was
better to push hard to get this going, because we'd ignored it too long,
than to delay until we had optimum kinds of situations in which we could
implement the program. That's the quick overview of how we responded and
we leaned toward perhaps going faster than a lot of people felt we should,
but we felt ic was worthwhile trying to get going.

Now just let me outline to you how we conceive of this program, and
I think it's more simple to do it functionally. We start off with
prevention, identification, treatment, rehabilitation, evaluation a d
research.

First, prevention. Law enforcement, of course, plays a role here,
basically to suppress the supply, to catch the pusher, to punish in
appropriate cases, to deter use by those whom thcse procedures may
influence; but more importantly through education. We try through our
education program to reach all the different target audiences within a
military community and it's our beliet, although by no means certain of
this, that probably you have to do different things with these different
target groups. For the young soldier we start with the credibility gap,
not only because of our age but also because at the outset of the
marijuana problem we exaggerated to such an extent he doesn't believe
us anymore. We have an institutional obligation to make certain that no
soldier begins or continues the us. of any drug out of ignorance. We owe
him at least what we know and what we don't know about this problem so he
can make a rational decision. For those soldiers for whom drugs are not
the problem, but rather the solution to other problems, we need to make
certain that he's aware of alternative means to maet his difficulties.
Now with the senior leaders and supervisors you not only have to wor-y
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about teaching the technical aspects of drugs, the drug scene, the drug
culture, causes of drug abuse, but we have to establish, very clearly,
the requiremert to create an environment in which drug abuse is less
likely to occur and when an individual has a problem he's got the maximum
opportunity to solve it. That involves a whole set of things that some
people have grouped under rubric called the Modern Volunteer Army, which
I won't go into, but hopefully we'll attack this from the positive stand-
point as well as just treating the symptoms of what are really manifestations

of an inherent social problem. Now for the young leader I suspect you may
have a different problem because, after all, he relates to the young soldier
yet at the same time he's in a position of authority and has the most difficult
leadership problem. Then, of course, we have our Department of the Army
civilians and we have our dependents, to include school children. I've
dealt somewhat on the education part of this more than I will the rest of
it because we do feel this is really a keystone to the problem. Both for
prevention, in so far as that can be done and also to set the proper stage
for rehabilitative effort.

Secondly, identification. We do this, as I've already mentioned,
through a mandatory urinalysis program where we can detect the presence
of amphetamines, barbiturates and opium in the urine samples. Of course,
there are other means, the unit commander's observation, and this applies
particularly to abuse of alcohol-that's one we can identify fairly readily-
but to the other drugs as well. There are certain characteristics with
drug user's abuse that are distinguishable and also apprehensive when your
men are picked up by the police. But preferably the individual volunteers
for assistance when you recognize that he has the problem. We have a
policy that we now call "exemption", that we used to call "amnesty". We
changed the name because amnesty seemed to suggest kind of total forgiveness
for everything. So we changed to exemption not because that helps a lot,
but because that's the term that the Office of Secretary of Defense used
and it does at least connote that we're exempting tne man from prosecution
under the Uniform Code of Military Justice or if his inability to kick the

habit requires his release from active duty prior to his expiration of term
of service, that discharge will not be under less than honorable conditions,
solely on the basis of his individual use of drugs or possession incident
to that use. We hope also, of course, that we can overcome some of the
inherent disincentives in this exemption program, which I won't go into now
but will be glad to discuss if anyone cares to raise it later.

Prevention, identification and by whatever means we identify the man
every soldier with this kind of problem deserves detoxification, if required,
and whatever initial medical treatment may be necessary. I would just mention
here that our concept is to treat people on an in-patient basis for the
minimum essential period and this leads me into rehabilitation and it's
really an extension of the initial parts of treatment.

Our concept here is to try to return the soldier whose term of service
has not expired to full and effective duty as soon as possible and for the
individual who is due for a discharge to insure his continuity of treatment,
and I'll explain how we do that in a moment. Our concept is to place the
man in a unit where he can utilize his skill, can function as normally as
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possible as quickly as he can. We use so called "halfway houses" for
transitional kind of treatment. Perhaps the individual who has been in
the hospital is not really ready yet to face the unit environment, totally,
and needs some brief period of time in a halfway house. He works out but
lives in-again for a brief period-before he goes back to his unit. We use
both the halfway house and the rap center which could be a part of the
halfway house or a separate installation. So the man receives out-patient
counseling of some kind or another; later on, group therapy, whatever may
fit his individual case. We're trying very deliberately to allow local
initiative in specific modalities of rehabilitation, both because we really
don't know what works there-I think that's one thing that's very clear in
the whole drug problem-but also because we must capitalize on what local
talent is available and have them do the things they know how to do best.

Now let me move into evaluation. There is, as I suggested, no
conventional wisdom nor generally accerted solution to this particular
problem so we developed a rather extensive evaluation program beyond the
usual bureaucratic requirement for management information for a high
priority program, and those of you out in the field who have had to render
reports have suffered under this. It's an extensive data collection
effort. We have Department of the Army teams that we're sending out to
the fields basically to gather data to try to give us some indication of
what's happened. This leads me into the research program and just like
education I want to spend a bit more time on that because I think that of
particular interest to this group.

In part, the research program supports the evaluated effort, but I
found out in dealing with the people in the research community that there
is not the extent of interest in evaluation as a part of research that I'd
hoped there would be. It's somehow a foster child in a way. It's not
considered really legitimate research and that's been one of our pr3blems.
There's a medical R&D program of about three million dollars this fiscal
year. It's got three principal parts to it. The first one is an evaluation
of the efficacy of the medical aspects of the program, attempting to look
at the effectiveness of detoxification-we have a rather extended program
in Vietnam of really studying the detoxification process among the heroin
abusers-and also to look at the various treatment and rehabilitation
programs. The Surgeon General has teams going out to contact the field
to try to get a little better idea of what modallties are being used and
attempt to determine those that seem to be working best. This portion of
the program runs about one million dollars this fiscal year and it will go
up to 1.6 million dollars next fiscal year. They are also trying to
establish _mproved laboratory techniques and the development of new technology
to detect the presence of drugs, biochemically. This is running in at 1.2
million dollars this fiscal year and will go to 3.8 in FY 73.

The third and kind of general category-I'm grouping all this together-is
called prevalence, incidence and medical complications of drug abuse. We're
trying to look at personal, social and environmental factors. They had such
specific projects as an epidemiological study on the distribution of drugs;
the competition between the informal groups of drug abusers and the bureaucracy
itself; profiles of soldiers who are involved in drugs, particularly in Vietnam;
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and effects of alcohol and drugs on the biological fetus position,
metabolism and effects on the brain and behavior and this, by the way,
includes marijuana. This is only running $850,000 this fiscal year, but
it jumps to 1.9 million next fiscal year. The whole medical R&D program
which has been at about three million dollars this year more than doubles
to over 7 million dollars and if we can believe the long range forecasts
it's going to stay at that level through the next five years. We also
have a behavioral science research program under the aegis of OCRD, our
host this evening. We are attempting to assess the educational prcgram.
We've put a lot of capital in trying to develop programs to reach those
educational objectives that I mentioned earlier and we found out very
early on that there simply was a critical shortage throughout the Army
of people sufficiently qualified to communicate creditably in the whole
area of drug abuse. We joined forces with Yale University, which had a
military faculty combined with the civilian faculty, and put on, under
the sponsorship of OCRD, a two week kind of experimental course of total
immersion for the field. We went out to the field and said, "Look, we're
not going to train experts and put them on the road to spread the gospel.
You send us four-man teams." We picked four men because we sat down and
thought what we'd like to have as a commander. A commander would probably
like to have more, but we couldn't spare that number so we came up with
four. We said, "Send us four-man teams that you want to be the educational
cadre for your command and we'll give them the best we've got for two weeks
and send them back to you to operate under your command or your education
program." We trained about two hundred people this way, military and
civilian, not just for the major commands and the larger subordinate commands
but we also ran a cycle for the instructors in the service schools because
we recognized that this is a kind of long-term, broad-range educational
effort and we felt we'd make a lot of money by having people trained in
this way in the service schools. But what we want to find out now by cur
research effort or evaluation effort is what really works when you get out
in the field. So we designed a program, with the support of OCRD, to run
an assessment of what's really happened in the field. That is what I'd
like to see them come up with. Again, as a layman here I don't know if
this is researchable and I've spent a lot of hours trying to find out.
I'd like when they coine back at the end of a period of time, nine months
to a year, for them to tell me, "Look, if you're trying to talk to senior
noncommissioned officers, technique A works better than B, B works better
than C, and technique D bombed", and do this for each of these different
target groups. Don't try to put a percent of effectiveness on any of them.
I don't know if you can build a typology if you can generalize to that
extent. I don't know to what extent you make caeteris paribus in this
particular area, but I just feel very strongly that we have to try to find
out so we can go back to the field after a period of time and say "Look,
in your drug education, we find that this is the kind of technique that
seems to get to these various target audiences." That's a big program.
It's only funded at three man years-three professional man years-this year,
but it goes up to seven next year. No contracts have been let as yet; I'm
very anxious to get this one underway.
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The second major category, the drug abuser's perception of voluntary j
disengagement. This is something that the research types thought up and
sounds to me like a fascinating idea to try to find out what makes the
guy quit using drugs on his own, if we can determine that. That's going 41
to be funded at three professional man years.

.tnd the third general category is organizational factors significantly
associated with drug abuse. What they're going to try to do is look at
units with high prevalence use and low prevalence and try to find out what
the differences are. I'm not as excited about that, although I'm perfectly
willing to have the results because I think I know most of that answer. I
would bet more on the answer to that one than I would the other two. But
that's being done three man years this year and three man years next year.
If you add up the FY 72 program, it's under 1/2 million dollars. FY 73
they're going to expand with a new program which is related to the one I
just discussed. That is, to try to look at the role of company level
leaders in preventing drug abuse. There are no papers on this yet but
it's programmed for two professional man years for FY 73 which, when you
add up what's going to be carried on in FY 73, it's slightly over 1/2
million. That's the level of research efforts that we're doing.

Let me just conclude by saying that we're really into an area about
which this society knows very little. The task in many ways is often
difficvlt, however, I think the opportunities are very great. People
like Senator Hughes, the "iite House office, indeed even the President

are looking to the Department of Defense, and most specifically the Army,
to lead the nation in this national counterattack. Those of us privileged
to work in this area have an opportunity not only to assist the individual
soldiers in the Army and to help the Army as an institution, which is
important enough, but also to make a significant contribution to American
society as a part of this national effort.
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OPERATIONS RESEARCH FOR RISK ANALYSIS EVALUATION

Jerome H. N. Selman
US Army Munitions Command

Dr. Victor Selman
Computer Sciences Corp.

INTRODUCTION

Much attenti )n has been given recently in the Department of
Defense to the nature of risk in evaluating major programs, since
it has become increasingly clear that the methods and practices
used in the acquisition and control of systems and programs have
accounted very poorly for risks. Due to the cost growth, time

growth, and performance degradation of major weapon systems, the
Aerospace Industries Association stated a need for more formal
methods of risk assessment. On 31 July 1969, Deputy Secretary of
Defense David Packard wrote to the Secretaries of the Army, Navy,
and Air Force:

"I would, therefore, like each of you to assure that:

Areas of high risk are identified and fully considered;

Formal risk analysis of each program is made;

Summaries of these are made part of the back-up material for
the program."

He later, on 28 May 1970, offered guidance on how risks in-
herent in new programs can be minimized.

"1. RISK ASSESSMENT. Make a careful assessment of the
technical problems involved and a judgment as to how much effort
is likely to be necessary in finding a solution that is practical.
A careful look at the consequence of failure, o•ven of low risk
program elements, is also critical.

2. SYSTE24 (& F.ARDWARE) PROOFING. Perform enough actual (eng.)
design and component testing in the conceptual development stage to
demonstrate that the technical risks have been eliminated or reduced
to a reasonable level. Component or complete system prototyping, or
back-up development, are examples of this. Pilot studies,
feasibility studies of competing approaches are other examples.

3. TRADE-OFFS (RISK AVOIDANCE). Consider trade-offs not only
at the beginning of the program but continually throughout the
development stage; program risk and cost are dependent on practical
trade-offs between stated operating requirements and engineering design."
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Risk analysis itself, or risk assessment, requires some
clarification as to our current usage. The necessity for making
decisions in the face of uncertainty is part of our life style.
We must act without knowing precisely the consequences that will
result from the action. To deal with large scale system problems.
as well as personal problems, we must develop a theoretical
structure for decision making that includes uncertainty. The
problem of describing uncertainty has perplexed philosophers for
centuries: Aristotle, Pascal, Fermat, Adam Smith, Bernoulli,
Bayes, LaPlace, Boole, Markov, DeFinetti. Pascal and Fermat laid
the mathematical foundations of probability theory 300 years ago.

Conceptually, risk emerges from the fact that some of the
information which is pertinent to a decision can, at times, be
known in the form of a fuzzy probability distribution. The resulting
possibility of deviations from any estimate of the outcome spectrum
is the basic phenomenon whizh gives rise to risk. In the risk
analysis methodology Knight's* distinction is made between "risk"
and "uncertainty." Technical uncertainties fall into two main
categories:

The things you know you don't know when you start the program
and for ihich allowances can be made.

The things you don't know you don't know and for which one
is unable to plan--the Unk-Unks!

Within the six phases of weapon systems development---mission con-
cept. system definition, system design, system development,
fabrication, assembly and test, operation and support--- 24
individual steps are identifiable (19 in the development stages).
At some point after production and deployment, technical uncertainty
approaches zero. The nature and sequence of uncertainties are
practically independent of the particular type of system of sub-
system under development.

A thorough contract definition reveals many unknowns recuiring
special attention and plans can be made early to cope with them.
For the unknown-unknowns, the "unk unks", the use of paper design
and analytical studies alone will not permit high levels of con-
fidence in forecasts of cost, performance and schedule. Unknown
factors include actual hardware performance, mutual interference,
combinations of environmental conditions, sequence-sensitive
effects and the overall impact of combined stress. Planning

F . g~htT ý, 7Uncertainty & Profit, Houghton Mifflin Co.,
Boston, 1921. Risk refers to situations where the outcome is not
certain, but where the probabilities of the alternative outcomes
are known, or can at least oe estimated with some rationale.
Uncertainty is where the unknown outcomes cannot be predicted in
probabilistic terms, i.e., it refers to contingencies against
which one cannot protect himself on insurance principles.
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continuity---funding limitations, change of threat, availability
of new technole and changes in availability of government
furnished equipment---also contribute to the unk-unks. This schema
is shown in Fig. 1 with comments on unk-unks.

Fundamental to the risk -analysis methodology is the trade-offs
in the 3 space of performance-s.ost-schedule. Cost and schedule
growth are integrally relateu to the performance envelope: As
cited by Dr. Baron Gsorge of AIA to the Congressional committee in
196:' and shown in Fig. 2.

The factors which influence risk, both in resource limitations
and management practices are tabulated in Fig. 3.

In a speech by Major General John R. Guthrie on risk analysis
to the Project Managers' Conference, February 1970, he commented
that Lhe "most rudimentary sort of good risk analysis might have
enabled us to avoid most of the pitfalls we have encountered. By
rudimentary I mean---did we identify those items which were new
and identify the impact on overall systems performance if that
particular component or subsystem were to experience difficulty?
I think the M60AlE2 tank is a classic example." MG Guthrie detailed
four steps of risk analysis as follows on Fig, 4. MG Guthrie
concluded that "The making of a technical risk assessment is
extremely difficult, and based upon the AIA study, we have not
really been successful in coming up with a good criteria for use at
each major decision point."

Several approaches to decision making have been investigated
with specific objective of incorporating humans into systems and of
making systems more meaningful to people. Analyses have been performed
at different levels from the Politico-economic studies in DoD to
studies related to weapon system development, to Quantitative sub-
system-oriented OR research studies often of an academic approach,
to socio-technological studies with or without behavioral science
inputs. One such approach is knonm as decision analysis---a
combination of philosophy, methodology, practice and application
useful in the formal introduction of logic and preferences to
decisions, shown in Fig. 5. The assertions inherent in this
analysis (per R. A. Howard) are as follows in Fig. 6.

The decision process itself has come under scrutiny. The most
diffdoult part of the process being the re rudrement that the
decision maker specify his own preferences. A categorization of
L-he decision process ie attempted il~astrating what objective and
subjective probability means relative to observations.

In the objective probability sense, probability is a physical
characteristic of an object---weight, volume, loudness. A coin
therefore "has" a probability of falling heads on any toss, and to
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measure this probability ,;ould only require a large number of tosses.
The other approach, the subjective approach, considers probability
as a measure of the state of knowledge about phenomena rather than
about the phenomena themselves. One assigns a probability of heads
on the next ross of a coin based upon all the knowledge available
about the coin. This distinction in approach though seemingly

trivial, is the key to the power of risk analysis. This subjecti.ve
view of probability is not new. It was clearly proposed by Bayes

and LaPlace 200 years ago.

DEFINITION OF RISK ANALYSIS

Risk analysis is the name tag given to a broad spectrum of
operations research/systems analysis techniques (both qualitative
and quantitative) for analyzing, quantifying, understanding and
possibly reducing the uncertainty inherent in the realization of
time-cost and/or performance goals of large scale systems. Some
descriptions of Decision Analysis are given in Appendix I, with an
early chronology of provocative quotes dealing with Decision/Risk
Analysis, Appendix II.

WORKING DEFINITION OF RISK ANALYSIS

A working definition of risk analysis might be "a systems

analysis or operations research approach to risk" which implies that
the goal is to identify the risk areas, reduce or eliminate the risks,
and improve the chances of successful accomplishment of the mission.
In the Department of Defense the term means the identification of the
uncertdinties involved with the Time (schedule)/Cost/Technical
Performance (quality) measures of the project. Decision Risk Analysis
is the method whereby the uncertainty measures of three-dimensional
space are traded off to find an optimal, or satisfactory, alternative.
The output of decision analysis is a quantitative assessment of which
alternative(s) should be selected. A number of techniques of
operations research, systems analysis, and management science can be
used in forming a decision analysis model of a complex system. Ohe
Delphi procedures (for group consensus of experts) and the Standard
Gamble or Lottery technique are often used for encoding judgment
into (subjective) probability distributions associated with uncertain
outcomes for 3-space.

Another useful technique is the Decision Tree methodology which
produces useful schematic summaries for structuring and evaluating
the alternatives appropriate to a set of circumstances involved with
a sequence of decisions. A "tree" is constructed by enumerating
and tracking through from start to finish the outcomes of each
possible decision that can be made at decision points along the way.
The payoff of each route (branch, sequence of decisions, scenario)
through the tree is calculated along with the system risk in 3-space.
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Probability theory and utility theory are used to tie this allI
together and determine the expected project payoff and associated
risk. Several computer programs have proven useful in carrying
out Decision/Risk Analysis in practice.

AMC DECISION RISK ANALYSIS GUIDELINES

Define just what the problcT is (this may be a major effort inFsome instances)

Establish alternatives with their appropriate terminal mile-
stones. (It is important to ferret out all possibilities. An al-
ternative should not be ignored because it does not appear to be a
likely future choice).

Lay out all the possible chains of events leading to the terminal
milestone for each alternative.

Determine the possible outcomes at the terminal milestone forj

each alternative in terms such as time,, cost and/or performance.I

Assess the probability of achieving each of these outcomes. (one
should place emphasis on quantifying the uncertainty in those events
shown by sensitivity analyses to be driving forces. This effort may
be facilitated by developing probabilistic performance models re-
lating component performance to overall performance and utilizing
certain computer mcdels which relate total time and cost distributions
associated with the terminal milestone to the time and cost distri-Ibutions of events leading to the terminal milestone).

Conduct trade-off analyses to provide the basis for selecting
a preferred alternative.

Determine the sensitivity of this selection to variations in
trade-off criteria and sensitive events.

Present the final study to the decision maker in a concise
logical fashion emphasing the rationale behind the selection of the
preferred alternative. (It is important to highilight 'the events to
which the outcome of each alternative is sensitive.

EXTENSION TO DECISION M.KING"

In decision makiLng the alternatives are characaterized by multiple
attributes (or properties). Weapon systems may be characterized by
vulnerability, reliability. cost, yield and other such diversely
measured attributes. How L, a decisiozr~aker to cnioose -from~ amonG com-
plex alternatives? Clearly, decisionxnakers do choose--decision~s in-
volvinG very complex alternatives are maCte all the time. This is not
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to say. though. that these decisions could not be improved. Most deci-
sionmakers in such situations would like a method that would help them
process the attribute-value information for each alternative.

Various methods have been proposed to help the decisionmaker with
multiple-attribute decisionmaking. These range from techniques Which
consider all attributes at once to those which consider just single
attributes, or proceed sequentially o,-er single attributes, including
Dominance. "Satisficing" Maximim Maximax, Lexicography. Additive
Weighting, Effectiveness Index; Utility Theory, Trade-offs Non-
metric Scaling. and an heuristic combination or sequence of techMiques.

Appendix III Risk Analysis Technique give:; som.e useful decision
rules in the certainty-risk-uncertainty framework.
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APPZNDIX I

SOME DEFINITIONS OF DECISION ANALYSIS*

Roberts, Harry V., "The New Business Statistics", The Journal of

Business, VOL 33, Jan. 1960:

"...decision theory is a theory of rational behavior in the
face of uncertainty;..."

Howard, Ronald A., "The Foundations of Decision Analysis", IEEE
Transactions on Systems Science and Cybernetics, VOL SSC-4, No. 3,
Sept. 1968:

"...Decision analysis is a term that describes a combination of
philosophy, methodology, practice and application useful in the
formal introduction of logic and preferences to the decisions of the
world.

North, D. Warner, "A Tutorial Introduction to Decision Theory", IEEE
Transactions on Systems Science and Cybernetics, Vol. SSC-4, No. 3,
Sept. 1965:

"...Decision theory is a way of formalizing common sense..."

Wilson, Robert B., "Decision Analysis in a Corporation", IEEE Trans-
actions on Systems Science and Cybernetics, Vol. SSC-4, No. 3,
Sept. 1965:

"...Decision analysis is a methodology for a.alyzing complex
decision problems..."

,.•om "A Categorized Bibliography on Decision and Risk Analysis" by
R.ahn, Information Sciences Laboratory, General Electric,

.onectady, New York (also applicable to Appendix II).
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APPFNDIX II

SOME PROVOCATIVE QUOTES DEALING WITH DECISION AND RISK ANALYSIS

(Arranged by late)

Business Week, "Thew New Business Statistics", March 24,, 1962:

"Breakthrough...Bayesian decision theory...openo up just about
any business problem to mathematical analysis."

"... The predicticns of xperienced sales executives were combined

into a probability e'uxve of potential sales. When these opinions
were fed into the computer along with cost data, the con.,rter told
Du Pont waat size plant to build. Du Pont won't say whether it is
following the Bayesian conclusion in this case. But is is certainly
encouraging its statisticians to persevere in their work."

"...Says Harry V. Roberts, professor of statistics in the University
of Chicago's Business School, for the first time we hiave a bridge bet-
ween the businessman and the statistician."

"...Schlaifer thinks that the first new frontier that the
Bayesian technique will crack will be marketing research."

"...The University of Chicago's Roberts predicts that '20 years
from now Bayesian analysis will be the standard way to solve many
business problems.' The way things are going, it may come much
faster than that."

Green, Paul E., "Bayesian Decision Theory in Pricing Strategy",
Journal of Marketing, 27, January 1963:

"However, in contrast to the large number of theoretical contri-
butions being made to decision theory in general and Bayesian
statistips in particular, reported applications of thes procedures
to real-world problem situations have been rather meager..."

Hertz, David B., "Risk Analysis in Capital Investment", Harvard
Business Review. 42, January/February 1964:

"The enthusiasm with which managements exposed to this approach
have received it suggests that it may have wide application..."
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Heany, Donald F., "Is TIMS talking to Itself?", Management Science,
Vol. 12, No. 4, Decemer 1965:

"a gap currently exists between lmiuýagers' on the one hand and
many 'scientists' doing research in and on business under the banner
of Management Science..""

Howard, Ronald A., "Bayesian Decision Models for System Engineering",

IEEE Transactions on Systems Science and Cybernetics, VOL SSC-1,
No. 1, November 1965:

"...There is virtually no limit to the potential application of
this (decision) theory at every level from power system operation to
voltage divider design. Wherever the system engineer encounters
decisions in the face of uncertainty, he can now enjoy the aid of a
conceptually satisfying and practically powerful inference theory."

Howard, Ronald A., "Information Value Theory", ILEE Transactions on
Systems Science and Cybernetics, Vol. SSC-2, No. 1, August 1966:

"If information value theory and associated decision theoretic
structures do not In the future occupy a large part of the education

of engineers, then the engineering profession will find that its
traditional role of managing scientific and economic resources for
the benefit of man has bten forfeited to another profession."

Howard, Ronald A., "Value of Information Lotteries", IEEE Trans-
actions on Systems Science and Cybernetics, Vol. SSC-3, No. 1,
June 1967:

"...we have shown that even an elementary problem of this type
may be far from trivial in the familiarity with probabilistic opcrations
required to derive the results one would like to examine. In view of
this observation, it is not surprising that so few managers and
engineers make use of formal decision models in decisionmaking."

"Yet it is inevitable that in the future both technical and
managerial decisionmakers will employ formal logical methods in
decision-making. The transition probably will be painful."

Howard, Ronald A., "The Foundations of Decision Analysis", IEEE
Transactions on Decision Analysis", IEEE Transactions on Systems
Science and Cyber neticE, Vol. SSC-4, No. 3, Sept. 196b:
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"...There was a time less than a decade ago when suggesting
that decision theory had practical application evoked only doubtful
comment from decision makers. The past five years have shown not
only that decision theory has important practical application, but
also that it can form the basis for a new professional discipline,
the discipline of decision analysis...'

"...The last few years have seen decision analysis grow from
a theorists's toy to an important ally of the decision maker.
Significant applications have ranged from the desirability of kidney
transplants through electric power system planning to the develop-
ment of policies for space exploration. No one can say when the limits
of this revolution will be reached. Whether the limits even exist
depends more on man's psychology than on this intellect."

Spetzler, Carl S., "The Development of a Corporate Risk Policy for
Capital Investment Decisions", IEFM Transactions on Systems Science
and Cybernetics, VOL. SSC-4, No. 3, Sept. 19d:'

"It is still too early to report on the company's experience of
using a risk policy. However, the company's willingness to commit
the required resources first to carry out this project and now to
continue with application indicated a belief in the approach."

"Some of the major effects of the study on the company have
been educational.. .•
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DECISION RULES USING CERTAINTY-RISK-UNCERTAINTf CLASSIFICATION

DECISION-MAKING UNDER CERTAINTY: Given a set of possible alternatives
A, choose one (or all) of those alternatives which maximize (or minimize)
some given index, such as maximum value or maximum utility. The bulk
of formal theory in economics, psychology, and management science falls
here. Linear programming solutions are often used due to their nexus
with the Theory of Games.

DECISION-MAKING UNDER RISK: Each action may result in more than one
outcome depending upon the state of nature, where each state of nature
has a known, or pres•umed known probability.

1. Maximum Expected Value Criterion. Select that alternative, ai, with
the maximum gain (or minimum loss):

m~x E(ai) = mgxt riCPj); where j = 1, 2, ...n

2. Maximum Subjective Expected Utility Criterion. Same as above, but
with utilities instead of values.

max E(ai) = ma

3. Most Probable Future Principle Criterion. Use that state S- for
which pj is a maximum; select that alternative a. which has t9e maximum
vij or uij. In practice many decisions are made this way.

4. Expectation-Variance Principle. Considers both the expected value or
utility) and the variance of the alternatives. If two alternatives
have the same expected utility, select the alternative with the smaller
var'iance. If two alternatives have the same variance, pick the ai with
the larger expected value(or utility).

5. Simon-March "Satisficing" Hypothesis. 'Most human decision making,
wthether organizational or individual, is concerned with the discovery
and selection of satisfactory alternatives; only in exceptional cases
is it concerned with the discovery and selection of optimal alternatives."

6. Bayes Decision Criterion. This rule is similar to LaPlace in using p.'?J
however, the probabilities associated with the possible fut'zre states f
nature are subjectively estimated by the decision maker, and not necessarily
eqviprobable. Hopefully, the subjective estimates will consider hard
data, intuition, judgment and brinkmanship. The Expected Value or Utility
criterion is used to select the alternative, the mfx E(ai).
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DECISION-MAKING UNDER COMPLETE UNCERTAINTY: The following rules do
not depend upon the assignment of probabilities to the states of nature;
therefore, they are non-stochastic decision rules. Each action may re-
sult in more than one outcome, depending upon the state of nature; but
each state of nature has an unknown probability.

1. The LaPlace Criterion of Insufficient Reason. If the probabilities of
the different possible states of nature are unknown, or meaningless, this
complete "ignorance" is expressed in mathematical terms by assuming that
all the probabilities are equal. This follows from the formulation of J.
Bernoulli who stated that if there is no evidence that . ie event (state
of nature) is more likely to occur than another, the events should be
judged equally likely. LaPlace said that the arithmetic average of the
utilities should be taken. The LaPlace Decision Rule is to choose that
action alternative ai which gives

n

Max- E U..
i n j= ' I

2. The !ald "Sure-Thing" Principle of Minimax (Maximin). This game-
theoretic rule from the two-person-zero-sum game ,(2POS), has been
called pessimistic, conservative and rational. It protects against a
high loss; the best-of-the-worst, or worst-of-the-best kind of nayoffs.
The rule states that we should find the smallest value for each alternative,
and then choose that alternative with the maximum of the minimum values,
the maximin (or for loss matrices, the minimax). This may be expressed
mathematically as

Max Min u..

3. The Maximax Criterion. Find the largest value for each alternative ai,
and then choose that alternative with the maximum of the maximum values.
the maximax, or max max u.

i j

4. The Hurwicz Alpha-Criterion of Optimism/Pessimism. L. Hurwicz combined
the minimax and the maximax criteria in a convex linear combination, per-
mitting all levels of optimism with his coefficient of optimism, alpha,
which can vary between zero and unity. When alpha is zero, Hurwicz reduces
to the Minimax Rule; when alpha is unity, the Maximax Rule. Choose that
alternative which gives

Max (a Max Uij + (I-s) Mi u
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5. Th- Savage Minimax Regret Criterion. L.J.Savage suggested this criterion
obtained by applying the minimax criterion not to the original payoff
matrix, but to a new matrix, known as the regret matrix. The entries in the
regret matrix are obtained from those in the payoff matrix by subtracting
from each of the entries the maximum 'ntry in the same column. Define the

(negheeatmeve)eregret (negative) matrix, rij, equa- (uii - max Ukj), where r., measures
the regret between the payof which is actually ottained and the 1lyoff
which wculd have been obtained if the true state of nature, p4 , had been
known. Applying the Minimax Rule choose that alternative ai ijr which the
min rij is maximized, max min rmj.

The above non-stochastic decision rules which are based upon "ignorance" of
the states of nature to optimism, to regret all influence the final decision.
In the literature is the following decision matrix where the preferred action
in: all cases depends upon the decision rule used!

A I 1 1 1 1] minimax 10'."
A 2 1 3 0 0 minimax regret

.43 0 4 0 0 Hurwicz for a > Y4

At 2 2 0 1 insufficient reason

RISK ANALYSIS TECHNIQUES

DECISION PROBLEM UNDER CERTAINTY (DPUC) DETERMINISTIC OR TOOLS (E.G.,
LINEAR PROGRAMMING)

DECISION PROBLEM UNDER RISK (DPUR) PROBABILITY THEORY, UTILITY THEORY

DECISION PROBLEM UNDER UNCERTAINTY (DPUU) GAME THEORY (CONSTANT SUM, NON-
CONSTANT SUM AND METAGAMES),
INFORMATION THEORY

DECISION PROBLEM UNDER RISK AND DECISION THEORY, UTILITY THEORY
UNCERTAINTY (DPUR/U) - CONFLICT
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CLIENT CENTERED RISK ANALYSIS

By: Mr. Lawrence L. Rosendorf
Picatinny Arsenal

In his recent best seller "The Greening of America", Charles Reich
has advocated that Americans adopt a new consciousness to solve the
problems of society. It will be the thesis of this paper that the risk
analyst must also adapt a new onsciousness to solve his problems.

To lay the groundwork for this thesis, we will have to explore:

a. The role of the risk analyst.

b. His location in the organizational structure.

c. His conception of human nature.

The risk analyst is most often identified as a person with an
Operations Research/System Analysis background who can be called into a
project and provide an objective assessment of project alternatives,
compatibility and uncertainties of schedules, funding and performance.
His key "raison-d'etre" is therefore to gather data, question the data
and coalate it (thru the use of models) into a means of communicating
with management such that he can aid in optimizing the decision process.
Very often, the risk analyst is called upon on short notice, (e.g.,
before a key briefing) to provide these assessments. He must then tend
to the difficult task of acquiring, screening and iterating all of the
data before putting it into his model for evaluation.

I believe that all Operations Research/Systems Analyst/R.A. are
sensitive to the importance of good input data into their models and the
subordinate importance of the sophistication of their models.

As a reminder of this I would like to reiterate two of the pitfalls
of systems analysis that had been originally stated by Herman Kahn. These
are modelism and overambition. Modelism is roughly defined as the event
that occurs when the systems analyst becomes uiore involved in his model
and model building than in solving the real world problem, and overambition
is the tendency of systems analysts to try to covet too much of one problem
area in any reasonable fashion. As an inLeresting sidelight to this,
Phillip Greene, in his book "Deadly Logic", severly chides Herman Kahn
for exhibiting these two same pitfalls in Kahn's work, "On Thermonuclear
War."

Now let us examine for a mowoont, the location of the risk analyst
in the organizational structure.
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The risk analy-t is in a large sense today, in the same situation
that the Quality A3surance analyst was several decades ago. He is often
feared, avoided, circumvented and detoured. lie is generally looked upon
by projPct personnel as a nuisance who will take their valuable tite,
uncover .o significant facts and in general, merely do what they have
been doing anyway. He is usually provided with necessary data only when
project peisonnel are ordered to "cooperate" from some higher level of
organizational authority. Even then project personnel enter into the
risk analysis study with a defensive, "why me?" attitude.

For reasons of objectivity and independence, the risk analyst is <et
aside organizationally from project personnel. This is to provide hita
with the necessary freedom to be fully objective in his assessments cf
risk in much the same way that quality assurance personnel are separate
or the comptroller is separate. These are the people that are to provide
the necessary checks and balances to the organization and moderate the
optimism, extravagance or whatever, of project personnel. The risk
analyst is often thought of in elitest terms in the organization. Fe is
expected to be an alter ego of the top management, striving always for
zruth and objectivity with respect to the organizational mission.

It is my thesis, that placing him in such an organizaticnal structure,
where he is independent of the lines of authority of project personnel is
mandatory and yet also untenable, that is unless the risk analyst adopts
a new consciousness. Therein lies the paradox. The case for the separation
of the risk analyst from project personnel can be stated very Ftrongly,
and will noc be elaborated on in this paper. Why the situation is untenable
can be realized by examining some of the data gathering techniques at
the disposal of the risk analyst. The list can be shown to include the
4 basic methods of data acquisition and 11 other possible combinations of
these 4 taken 2, 3, or 4 at a time. (Table 1). This list is not necessarily
all inclusive btt represents the major sources of data acquisition.
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TABLE 1

DATA ACQUISITION TECHNIOUES

a, : Question the engineers most closely related to the project.

a2  : Assemblc a group of non-project related experts in the areas of
technology being considered by the project.

a3  : Utilize a data base or data bank (i.e., report, filcý, books,
computer stored info. etc.).

a4  : Employ DELPHI techniques, utilizing both project and non-project
related personnel, in an iterative, questionnaire-feed back
process.

a5 : Union of a1 and a2

a6  : Union of a1 and a3

a 7 :Union of a, and a4 4
a8 : Union of a1 and a()
a. : Union of a2 and a3

a 9 : Union of a2 and a4

a10 : Union of a 3 and a4 3I

a11 : Union of a1 , a2 , aa 3 34
a2:Union of a1 , a2, a4  ()

a. : Union of a2 , a3, a4

a14 : Union of a1 , a3, a4

a1 5 : Union of al, a3 , a4  (4)
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The risk analyst is generally called iuto programs on an ad-hoc
basis. He must therefore educate himself quickly, acquire the data,
evaluate the data with his models and present some recommendations based
on these, if he turns to project personnel for inputs, he must be
prepared to question the validity of these inputs, and to moderate the
possible optimism oi these inputs based on his own background or
experiences in similar programs, schedules, funds or state of technology.
This is asking a great deal from a risk analyst as he is often not at
all familiar with the technology or program being analyzed. Most people
tend to resolve this by saying:

a. The risk analyst must be a man of great individual quality,
education, background, etc.

b. The risk analysis organization should have a permanent st.ff
of experts who can be assembled on an as required basis for a given risk

analysis. or

c. The risk analyst should assembW.. an ad-hoc team of experts
vho are non project related, and may not reside within his organization,
to aid him in an objective evaluation of the uncertainties in the project.

I submit the there are very few people in a large diversified
organization who can satisfy the job description of the risk analyst
(in a. above) as having the breadth and depth of knowledge required to
analyze a large portion of the commodities within any large diversified
organization's mission responsibility and then evaluate the consequences
of the analyses thru the use of O.R. type models. William Souder, in a
paper titled, "The Validity of Subjective Probability of Success Forecasts
by R&D Project Managers" in IEEE Trans. Engineering Management, Vol. EM-16,
February 1969, has attempted to measure the predictive validity and
consistency of forecasts to be obtained from R&D project managers, in
an attempt to aid management in the early identification of eventually
failing projects. In discussing some possible reasons for the non-
correlation of one particular projects' optimistic probability of success
with that projects eventual failure Souder's states:

"Project 10 gave every indication .... of being a future success.
Yet the project ended in failure 24 months after it started. Latent
technical problems that became apparent during the second year cause6
management to abandon the effort. A postmortem on the project showed
that these technical problems were, in fact, recognized by the project
manager well in advance of the time that they were communicated to upper
management! Moreover, the posL~tocem showed that some of the chemists
reporting to the project manager were concerned about the s .-erity of
these problems during the ,eriod covered by the experiment. They were,
in fact, discussing these problems among themselves, but not reporting
them outside the group. Only optimistic assessments of future potentials
were given by the respondent during the experiment.
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In holding back information that turned out to be vital to the
project, the projcZC manager was not necessarily purposely attempting to
conceal the true facts. A complex set of anvironmental factors,
urganizational factors, and respondent personality factors appeared to
be at least partially responsible for this obscuring of salient problems.
For example, this particular product area hat been publicly cited by
top management as a possible spectacular one or the near future.
ThereforeF there was a reluctance to report -y bad news."

I would also submit that it would be ortit. ,',ionally very in-

efficient to have a staff of full time independe.1r, non project related
technical experts in the Risk Analysis Office. Most of ti.ese experts
could be better utilized ir the project/system engineering directorates,
spending their time in the resolution of technical problems as members
of the project team.

The third alternative therefore seems to make the most sense. A
team of experts c i be assembled from either within the organization or
from outside consultants on an ad hoc basis, to provide assessment of the
risks, based on the approach described by the project personnel. The
risk analyst can serve as a catalyst in stimulating and encouraging
dialogue between these two groups. Once again, the project people will
probably be defensive and feel threatened by the criticism if this is
not handled properly.

It Is my opinion, that the central problem faced by the risk analyst
lies in his obtaining valid input for his model. Very often, when faced
with the prospects of confronting a "hostile" project person, the risk
analyst is forced to receue back to his comfortable world of modelism
in an attempt to mathematize those aspects of the problem for which he
lacks data or real information. His data gathering technique3 1may be
confined to use of a data bank or perhaps a Delphic approach.

The Delphic Approach, as many of you are aware, was designed to
gather information and possibly arrive at a consensus while eliminating
many of the undesirable effects of group interaction.

Soloman Asch conducted a most provocative experiment which illustrates
the effects of "Opinions and Social Pressures" in his paper of that same
name in Scientific American, November 1955.

DELPRI as I am sure you are aware, has the disadvantages of;
substantial time delays for repeated iterations plus a heavy reliance
on communications based solely on narration and numbers. I tend to feel
that the use af DELPHIC approaches in accumulating data is analogous to
designing a car with jacks under every wheel. In both cases we are
circumventing the main problems, interpersonal-communications in the
former and improved tire or road design in the latter, and in both instances
we will pay disproportionately for the services rendered.
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The basic problem, in terms of organizational interests, is one of
possible conflict resolution between the risk analyst and project
personnel. Two techniques I would propose for the reduction or resolu-
tion of this conflict are both well known in the fields of psychology
and social psychology. There are (a) Appeal to a superordinate goal
and (b) Client centered therapy.

Sherif, in his paper "Experiments in Group Conflict" in Scientific
American, November 1956, discusses the idea of appealing to a super-
ordinate goal.

At an isolated summer camp, boys 11 and 12 years of age were divided
into two groups and housed in different cabins. None of the boys were
aware they were a part of an experiment on group relations.

Tournament of games, such as baseball, touch football, and tug-of-war
were arranged to prouce friction between the twa groups. Good sportsman-
ship soon evaporated, as each group refused to have anything more to do
with individuals in the opposing group. Solidarity increased within each

group.

Sherif hypothesized that groups having conflicting aims (i.e.,
when one can achieve its ends only at the expense of the other) will
become hostile to each other even though the groups are composed of
normal well-adjusted individuals.

Can harmony be derived between two groups in conflict? The theory
was then tested to redure friction between them by means of pleasant social
contacts between the tu groups. Social events, however, only served as
opportunitics for the rival groups to berate and attack each other.

Sherif then argued, "Just as competition generates friction, working
in a common endeavor should promote harmony. The most decisive factor
is the existence of "superordinate" goals which have a compelling appeal
for both but which neither could achieve without the other." A serip,
of situations were created to test this hypothesis. Gradually the
cooperative acts reduced friction and conflict and the two groups became
more friendly, whereby in the end, they were actively seeking opportunities
to mingle.

"What our limited experiments have shown is that the possibilities
for achieving harmony are greatly enhanced when groups are brought
together to work toward common ends."

Can the Risk Analyst utilize some of the conclusions from the former
experiment to dispel the potential conflict between himself and the
project personnel? I believe he can. All too often the Risk Analyst
enters upon the scene, with a pceconceived model or format for accomplishing
the analysis. The interactions, feedback ar.d clarification wich project
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personnel are minimized. Insufficient time is probably spent in clearly
delineating the objectives of the Risk Analysis to the project people,
or the purported advantages to them of having one accomplished on their
project. I believe that by carefully exploring the possible advantages
with the project personnel, the Risk Analyst can develop the commonality
of "a superordinate goal" thus reducing conflict and defensiveness on
the part of the project personnel.

The manner with which the Risk Analyst approaches the study is
therefore critical to its eventual success. Let us now consider the
attitude of the Risk Analyst with respect to "Human Nature."

I hope you will pardon me for exploring this from a Psychology 101
frnmework, but I would like to develop a common framework before
proceeding with my discussion. In his book "The Organization Man",
William H. Whyte, Jr. states:

"Ever since Newton, scores of natural scientists have stepped
out Of their area of competence to suggest the possibilities
of a science of man, and Erasmus's "Praise of Folly" suggests
that even before this some savants had much the same idea.
I. was an understandable dream for a natural scientist to have.
Even Descartes himself was seized with the idea that the

discipline of mathematics could be extended to the affairs of
man. Eventually he thought, a "Universal Mathematical Science"
would solve the problem of society--if only there were
sufficient funds and time for the job.

Later others tried the geometric tack: Thomas Hobbes worked
out a complete set of algebraic equations to explain ethics.
As Laurence Sterne remarked, his equations "plussed or
minussed you to heaven or hell...so that none but the expert
mathematician would ever be able to settle his accounts with
Saint Peter.""

While it has never been really possible to successfully develop a
science of man in the senze of a universal law of relativity, applied to
human nature, for grois purposes of classification I would like to offer
two of the most widely held theories. The first is that of Sigmund
Freud and the second is attributed to Carl Rogers.

At the outset I must qualify my presentation by stating that I am
not a psychologist by training, but I feel I am a psychologist by interest.

Freud theorized that a person's behavior was driven by forces of
subconscious motivation, and that the goal of behavior is to reduce fear.
He felt that all behavior is a compromise, and a rtsult of conflict
between a pcrson and his soe'al environment. Further he reasoned, since
a person is in conflict, all behavior is defensive.
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To attempt to summarize Freud's position with respect to a "Science
of Man", I believe we could say Freud viewed man in a negative fashion,

being, driven by instinctual needs and compromising his gratification of
these needs due to the presence of the SUPEREGO. All behavior was an
attempt by the EGO to allow instinctual energy to manifest itself.
Defense mechanisms developed to satisfy the EGO and must be present. In
a crude way we can think of Freud's theory as an allocation of resources
problem (where the resource is instinctual energy) with an objective
function of maximizing instinctual energy or needs, without exceeding the
constraints that society imposes on the SUPEREGO.

On the opposite side of the coin is Carl Rogers. Rogers, like Freud,
also started with a concept of the organism, but Rogers feels there is a
force within people, which he calls, "An Actualizing Tendency." This
"Actualizing Tendenc:y" is not an attempt to rid yourself of instinctual
energy, as was Freud's argument, but is a biological tendency to fulfill
your genetic blueprint. Given that a person is born with this actualizing
tendency, the next stage in his development, according to Rogers, takes
place when he contacts the environment. Now, the self concepts develops.
These are conscious thoughts and feelings you have about yourself that
are comprised of preferences and values. These are not innate, but areI
learned or experienced, and the self concept is largely shaped by whether
the organism's behavior is accepted or rejected by others. The final
stage in the development is the principle of the self-actualizing tendency.
This is the tendency to keep behavior consistent with the self concept.
A person has a very high regard for his self concept, and anything that
conflicts wit!- his self concept leads to anxiety. Rogers, as opposed to
Freud, rays that conflict is not inevitable. If the person were accepted
without conditions, then conflict would not arise. Freud says that
defenses are good and necessary, as they aid in dissipating the instinctual
energy. Rogers feels defenses are bad and unnecessary, as thei are
preventing and restricting you from being your real self. For Freud,
defenses reduce conflict; for Rogers, defenses lead to aggression, tension,
and hate.

Both Freud and Rogers deveLoped their respective theories through
associations with large number of patients in therapy. Freud used an
evaluative approach which was directive in nature; that is, he explained
to the patient the suspected causes for his problems. Rogers disagreed.
He claims that an urge exists within a person to know about himself, to
be fully actualized. He developed a technique of non-directive therapy,
which he called, "Client Centered Therapy." The babic premise of "Client
Centered Therapy" is that if an individual is placed in a situation that
is non-threatening, and if we believe that the individual has the capacity
to deal constructively with those aspects of the problem when he is aware
of them, then the individual will react in a cooperative, non-defensive
manner.
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The analyst must be careful to protect against: (a) a seeming lack
of interest or involvement, which may be interpreted by the client as
rejection; and (b) a laissez-faire attitude which might indicate to the
client that tne analyst does not consider him to be a person of worth.

In Rogers' words:

"Client-centered therapy is built on two central hypotheses:
(1) the individual has within him the capacity, at least latent,
to understand the factors in his life that cause him unhappiness
and pain, and to reorganize himself in such a way as to overcome
those factors; (2) these powers will become effective if the
therapist can establish with the client a relationship
sufficiently warm, accepting and understanding. ..... In this
atmosphere of complete psychological security the client can
lay himself bare with no danger of being hurt ..... We take
this approach because we have found it to be a deeper and more
effective method than any interventive procedures we might
use to help the individual deal with life."

By my examination of the positions of Freud and Rogers, with respect
to human nature, I hope the reader will not infer that I believe the
Risk Analyst should practice psychotherapy on his clients. I would
propose, however, that the Risk Analyst synthesize some of these approaches
in his data gathering and communications activities.

Two studies that dramatically illustrate aspects .f client-zentered
therapy are: (a) "Teacher Expectations for the Disadvantag'd," by
Robert Rosenthal and Lenore F. Jacobson in Scientific A--rican, April
1968; and (b) "Non-Verbal Communication," by Merhabian.

Robert Rosenthal a social psychologist at Harvard, and Lenore
Jacobson a principal of an elementary school in a South San Francisco
unified school district, set out to test the validity of the widely held
belief that poor children lag in school because they are members of a
disadvantaged group.

Teachers in the school were told that a new type of IQ test was to
be administered to their students, and that the test is designed
predict academic blooming in children. After the tests were admi.istered,
the experimenters selected 5 students in each class as academic bloomers
by means of a table of random numbers. The names of these students
were given to their tnachers in a very casual manner at the start of the
next semester, as children who could be expected to Phow unusual
intellectual gains in the year ahead. The difference between these
children selected from the random number table and the children who were
not selected, was solely in the minds of the teachers.
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D1
The children were retested four months later and at the end of the

school year.

The results indicated strongly that children from whom teachers
expected greater intellectual gains showed st h gains.

At the end of the academic year the teachers were asked to describe
the classroom behavior of their pupils. The children from whom
intellectual growth was expected were described as having a better
chance of being successful in later life and as being happier, more
curious and more interesting than the other children. There was also
a tendency for the designated children to be seen as more appealing,
better adjusted and more affectionate, and as less in need of social
approval.

"How is one to account for the fact that the children who were
expected to gain did gain? The first answer that comes to mind is that
the teachers must have spent more time with them than with the children
of whom nothing was said. This hypothesis seems to be wrong, judging
not only from some questions we asked the teachers about the time they
spent with their pupils but also from the fact that in a given classroom
the more the "spurters" gained in I.Q., the more the other children gained.

Another bit of evidence that the hypothesis is wrong appears in
the pattern of the test results. If teachers had talked to the
designated children more, which would be the most likely way of
investing more time in work with them, one might expect to see the
largest gains in verbal intelligence. In actuality the largest gains
were in reasoning intelligence.

It would seem that the explanation we are seeking lies in a subtler
feature of the interaction of the teacher and her pupils. Her tone of
v. ice, facial expression, touch and posture may be the means by which--
I...obably quite unwittingly--she communicates her expectations to the
pupils. Such communication might help the child by changin, -s conception
of himself, his anticipation of his own behavior, his motivation or his
cognitive skills. This is an area in which further research is clearly
needed ."

Merhabian's study may shed some additional light on the communications
process. He tried to uncover how much communication takes place at a
non-verbal level. In his experiwents, experimenters made either positive
or negative statements to subjects with hap-y or unhappy facial expression
and tone of voice. What do the subjects actually hear and respond to?
He found that in situations of conflict (i.e., facial expression
inconsistent with verbal message, or verbal tone inconsistent with verbal
message) the subjects :eports as to what is being said are determined 55%
by tone cf voice, 38% of the time by facial expression, and 7% by content.
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Even if we question the magnitude of the differences, I'm sure you
would grant that non-verbal conmmunication is a very important, often
overlooked area.

Nowlet's focus our attention back on the Risk Analyst. Can he
use any of the techniques discussed above in his contacts with project
personnel in the pursuit of data? I believe he can.

To put my argument into the framework of a decision theory problem
let us identify as actions each of the previously mentioned 15 data
gathering techniques or combinations of techniques; that is:

Action a1 : Question the engineers closely related to the problem;

Action a2 : Assemble a group of experts; etc

L2

a15

These are actions or decision alternatives that the Risk Analyst
must decide among so as to obtain data for his study. We will assume,
for the moment, that he has free choice to select the optimal data

acquisition technique based on his criteria.

As is common in decision analysis, let us identify twu states of
nature, 1 and G 2 These are the attitudes that the Risk Analyst
exhibits toward human nature; 0. being a Freudian approach (or

directive-evaluative) and 92 being a client-centered, or Rogerian
approach. Implied in & is the assumption that the Risk Analyst
views people pessimistically and feels more comfortable with models than
people. Implied in Q2 is an attitude of trust and respect for the
work of the project people. An attitude of being "client-centered" in

your contacts implies; appealing to a superordinate goal and demonstrating
this through nuances of both verbal and non-verbal communication.

I realize that 91 and 02 are not necessarily mutually exclusive,
nor are they totally inclusive. It can also be mentioned that my
analysis is overambitious and suffers from the defects Kahn has warned
against. I concur in the above criticism, but I beg your indulgence a
bit furtler.

Let us now set up a matrix, delineating the actions (i.e., the data
gathering techniques), the states of nature, and the expected outcome
for each. This is shown below for only five of the 15 possible actions.
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Freudian Approach •2 : Rogerian Approach
al :lienate Project people. Project people not(Proj. people Data nupplied unwillingly, threatened by R.A. Dataonly supply data) Delays, aggravation on supplied willingly inboth sides. Disbelief of less time and with fulldata. Distrust. Neither cooperation. Conclusionsparty fully supports supported by Project andfinal results. Risk Personnel.

a2 : Project people left out. Close to Freudian, except
Experts only Data probably poorer than possibly modified slightlysupply data from Project people. Pro- by R.A. appealing to super-ject people will probably ordinate goal withdisagree and ieject study. Project people.

a3 : Poor data source. Poor Same as Freudian
Data base only schedule information.No corTunrcation with pro-

ject perfLe or experts.

a4: Slow - limited inputs, high Same as FreudianDelphic Approach reliance on writing skills
for communications. High
reliance on adequate ques-
tionnaire. May be resented
as feeling of stifling of
communication. Avoids
dominating individual
interfering.

a5 = a, U a2  Project personnel further Project personnel notalienated. Now feel there threatened. Expert adviceare two checks on them. provided as consultingFaster data acquisition aid to project. Datathan in a and probably supplied is honest andbeLter data. Still poor forthright. Full coopera-

cooperation - confaict. tion of all parties.
Improved "group intr~ll_- Independent suipport and
gence."1 evaluation of project.

Improved "group inte1"i-
gence."

a6

a1 5
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Now, let us use the idea of quantifying these narrative outcomes
through the use of utilities. First, establish which outcome, of the
10 listed, is the more desirable. I would select Action a if 0. were
the true state of nature. We will give that outcome a utility valge of
1.0. Now, let us identify the least desirable outcome. For this I
would probably select a 3 if @' o 2 were the true state of nature.

Let us give this outcome a utility value of 0.0. All of the other
outcomes can be thought of as having some weights, or levels of desizability
between the best and the worst. I have indicated my own "approximate"
values of each of the remaining outcomes. These ýtre shown in Table 2.

1 2

a -- - .4 .8

a2  ---------- .2 .4 1
a3  .... . 0.0 0.0

a -- - - -- .3 .3

a5 ---------- .6 1.0

a 1 5

TABLE 2

I think it is apparent that regardless of the selection of the data
gathering technique, the state of nature 9 2, dominates &I; i.e,, 92

is at least as desirable as 1 1 for all actions and is more desizable
for some actions. This, of course, implies that you agree with my
utilities.

To proceed one step further, now consider the interactions of the
project personnel and the Risk Analyst to be a two-person game, with
actions of each and outcomes displayed in the matrix below, Table 3.
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PLAYER A (Project Person)

Freudian Approach Rogerian Approach

Both directive. Project personnel
Freudian Both defensive. attempt to coop-

PLAYER B Approach Avoid each other. erate. R.A. tends
Contacts - Conflict to turn project

(Risk Analyst) R.A. turns to person awey.
modelism R.A. threatening to

project person.

Initially project Harmony.
feels threatened No conflict.

Rogerian by R.Ao Coopera- Both concur in
Approach tion may later value and con-

develop. clusions of the
At leasc project risk analysis.

person does not
resent R.A.'s
involvemen t.

TABLE 3

The narrative statements of the outcomes in each box of the matrix
are those applied to the organizati'in of which Players A and B are members.
Once again, using my utilities, t1e matrix becomes:

PLAYER A

Freudian Approach Rogerian Approach

Freudian .1 .3
Approach|

PLAYER B
Rogerian .7 1.0
Approach

TABLU 4
Once again, the optimal strategy for the Risk Analyst is to adopt

a Ragerian approach, regardless of the attitude of the Project Person,
such that the utility to the organization will be greatest.
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Robert ,3oguslow, in his book, "The New Utopians", characterizes a
new breed of scientists, called, "Operations Research Aualysts," as
the New Utopians. Boguslow I-sserts that these New Utopians are trying
to achieve a Utopian Society Cree from human imperfection. Unlike the
classical utopians, ruch as Thomas Moore and Frances Bacon, who were

concerned with solutions to problems as a means of improving the welfare
of human beings, Boguslow claims that the New Utopians are preoccupiel
only with efficiency and people substitutes. They seek Utopia, he
claims, by addressing solutions which call for decreases in the number
and responsibility of human beings. He suggests that problems confronting
these O.R. analysts appear to them as an iceberg where only perhaps one-
tenth of the total iceberg is visible above the surface of the water,
and he chides them for not attempting to uncover the bottom nine-tenths
of the iceberg wherein lie all of the subtle interactive, dysfunctional
consequences of the actions dictated by the visible portion of the iceberg.

I have noticed a stigma attached to the entire field of O.R./Risk/
Systems Analysis as typified by Boguslow's comments. I feel it is now
time for the O.R./Risk Analyst to come down out of his Ivory Tower and
get into the foxholes. It is my contention that when he does, as I

6. believe he must, he will be far more successful if he practices the

approaches of Client-Centered Risk Analysts. in doing so he must be
particularly en-guarde agai'-.t confusing a client-centered approach for
a complacent, laissez-faire approach and he must be equally e -guarde
against being co-opted by the project personnel. The tasks for the Risk
Analyst are not easy and the tradeoffs may be somewhat uncomfortable and,
in some situations, they may even be impossible.

I believe it was Plato who said he would ban poets from his Utopia,
as poets have an uncaany knack for perceiving and describing the truth.
Analogously, the Risk Analyst must be careful so as not to be banned or
circumvented by his organization. His role can be great; his contribu-
tions significant.

At tne outset of one of the greatest conflicts in the history of
mankind, W.Ho Audea, the poet, wrote in his poem titled, "September 1,
1939,"

Into this neutral air
Where blind skyscrapers use
Their full height to proclaim
The strength of Collective Man
Each language pours its vain
Cor-,etitive excuse:

I believe the Risk Analyst should pive the client-centered approach
a try. The only danger, is that it may spread to other parts of the
organization.
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